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MM
Uncertainty Quantification in NN?

How? And why?



 

Why do we need Uncertainty Quantification (UQ)?

0.8

What is the probability that

 
is active on my target?

UQ can provide valuable information:
- for which compounds can the model 

confidently make predictions?
- about which compounds is the model 

uncertain? 

UQ can help with:
- assessment of risks, costs and benefits
- prioritization of test compounds for 

further analysis

Models are often poorly calibrated
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Aleatoric uncertainty:

- due to uncertainty in the data
- stochastic/non-deterministic relationship 

between X and Y
- ‘irreducible’

Epistemic uncertainty: 

- due to uncertainty in the model
- everything that is not Aleatoric
- can have different sources
- ‘reducible’

Epistemic vs. Aleatoric Uncertainty

Yang, CI., Li, YP.,J Cheminform 15, 13 (2023).

Hüllermeier, E., Waegeman, W. Mach Learn 110, 457–506 (2021).

Sources of Uncertainty I
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Uncertainty

Aleatoric
(“irreducible”, noise) Epistemic

(“reducible”,  lack of knowledge)

Distribution shiftModel overfittingSystem’s property
(e.g. biological)

Experimental
(systematic, 

unsystematic) Uncertainty source: 
Choice of Model

Uncertainty source: 
Data

→ leads to increasing model variance

Gruber, C., et al. "Sources of Uncertainty in Machine Learning--A Statisticians' View." arXiv preprint arXiv:2305.16703 (2023).

Sources of Uncertainty II



 

Disentangling Uncertainty in Classification Tasks I
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0.5

What does a probability of 0.5 mean?

Uncertainty in the data?

Uncertainty in the model?

Source of uncertainty?

epistemic?

aleatoric?



 
7 Malinin, A., and Gales M.. Advances in neural information processing systems 31 (2018).

Example: classification task with 3 possible outcomes

Confident Prediction High aleatoric uncertainty
(e.g. due to experimental error)

High epistemic uncertainty
(e.g. due to distribution shift)

Ensemble Model with M base estimators:

- Predicted probability will be the same for both cases
- Model variance to determine source of uncertainty

Disentangling Uncertainty in Classification Tasks I

Categorical Distributions on a Simplex



 

Enhancing 
Probability 
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MM
Okay, but why do we need 

Probability Calibration, then?



 

0.8X

What if the probability is not correct?

➔  Cost assessment cannot be performed
➔  Optimal Decision is not feasible
➔  DNN are often poorly calibrated

Why do we need Probability Calibration (PC) ?

Guo, C., Pleiss, G., Sun, Y., & Weinberger, K. Q. (2017). 



 

- …classification error will decrease
- …the model will be increasingly miscalibrated

With increasing model size…

During model training…
- …classification error will decrease with progressing training
- …NLL will first decrease and then increase with progressing training

Guo, C., Pleiss, G., Sun, Y., & Weinberger, K. Q. (2017). 

“...the network learns better classification accuracy at the expense of 
well-modeled probabilities”

“...overfitting manifests in probabilistic error rather than classification error.”

Classification Tasks:

Why do we need Probability Calibration (PC) ?
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Enhancing Probability Calibration (PC) of MLPs

MLP

Chembl Data
- Target: ChEMBL279

-Stratified Folds
- Subsampling Training Data

1. Model Selection: 
HP-Optimization Strategies

Accuracy ROC-AUC

✓ BCE-Loss  ✓ ACE

2. Model architecture: 
Probability Calibration Approaches

MC-Dopout ✓ Ensemble

✓ Platt Scaling ✓ Ensemble + Platt

➕ Enhancing Probability 
Calibration?

Simm, J., et al. (2018). Cell Chemical Biology.



 

Model overfitting results in probabilistic error. 

12

Enhancing PC: Model Selection I

Effects of HP- optimization strategies on PC
→ Compare 4 performance metrics used in HP- optimization

- Accuracy
- ROC-AUC
- BCE Loss
- Adaptive Calibration Error (ACE)

→ There are substantial differences in CE between the optimization strategies
→ Optimization with BCE Loss or ACE leads to the best results in PC 
→ Both CE metics show similar results
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Effects of HP- optimization Strategies on PC
How are the different Metrics performing in terms of ROC-AUC? 

→ Model optimized with Loss and Ace PC
→ Loss and Ace perform well in terms of ROC-AUC
→ Accuracy shows the worst performance
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Enhancing PC: Calibration Approaches I

Which PC approaches help improve PC?
→ Compare 3 calibration approaches 

- Platt Scaling: 

- Ensemble Model: 

- MC–Dropout: 

→ MC - Dropout does not work well
 → Platt Scaling and Ensemble Modeling look promising

→ HP- Optimization Metrics: Loss and ACE

Lakshminarayanan, et al. (2017). Advances in Neural Information Processing Systems,.
Platt, J. C., & Platt, J. C. (1999). Advances in Large Margin Classifiers.



 15

Enhancing PC: Calibration Approaches II

Which PC approaches help improve PC?
→ Compare 3 calibration approaches 

- Platt Scaling: 

- Ensemble Model: 

- MC–Dropout: 

→ HP- Optimization Metrics: Loss and ACE

→ MC - Dropout does not work well
 → Platt Scaling and Ensemble Modeling improve PC

Lakshminarayanan, et al. (2017). Advances in Neural Information Processing Systems,.
Platt, J. C., & Platt, J. C. (1999). Advances in Large Margin Classifiers.



 

How are the Models performing in terms of ROC-AUC? 
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Enhancing PC: Calibration Approaches III

→ Platt-Scaling and Ensemble Modeling improve PC
→ Ensemble Modeling improves ROC AUC
→ Platt Scaling is not able to improve ROC- AUC (does 
not correct non/monotonous so distortions)

Idea: Platt- Scaling of Ensemble Model?

→ HP- Optimization Metrics: ACE



 

Platt- Scaling of Ensemble Models:
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Enhancing PC: Calibration Approaches IV

→ Subsampling the training data

 → in some cases Platt Scaling improves PC of Ensemble Models
 → Work in progress!



 

Thank you!
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