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OCHEM consensus model wins Kaggle
solubility challenge

We outline our success in the EU-OPENSCREEN - a
not-for-profit European Research Infrastructure
Consortium (ERIC) - and The Society for Laboratory
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Automation and Screening (SLAS) solubility challenge.

kaggle

The challenge was established to identify the state-of- ‘ D) Submissi
the-art computational methods for reliable predictions E—

of threshold solubility of compounds. Here, we present \J!\I d

our consensus model which was the winning solution P

amid 100 contributing teams. kagg|e -—
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Metrics  AUC B for Training set [ Validation: Cross-Validation (84 models) [

LSSVMG , ASNN | PLS  KNN
4 4 4 4
Imbalance of data Workflow with OCHEM NEOE i =,
cDDD. L 08 , o7 075, 07,
CDK2 (constopol,geom,elechybrid) 3D:corina | 075 0.71 056 , 071,

: : Ch Descri H 0 - 14:1) 3D:cori 076 07 , 059, 068
Online chemical database SaonDesptors 136:cotne 4 4 099,088,
with modeling environment Dragon6 (2D blocks: 1 28) , 064 086 , 059, 065,
Dragon6 (3D blocks: 1-29) 3D:corina | 076 | 072 , 057 , 065
- Data preparation ——  Database =~ ————>Model calculation Fragmentor (length:2 - 4) g 072 , 07 059, 063

—

GSFrag (F +L) 0.69 069 , 061, 061
<agq|€ Standardization N R A e - g
Neutralize Descriptor sets Methods InductiveDescriptors 3D:corina , 089, 071 057 067,

- AlogPs, OEstate Linear Regression

JPlogP 073 074 059 , 067
Remove salts cooD Random forests = 4 4 N T Va
Clean structure RDKit Boosting MAP4 L 07, 085 , 059, 067,
Public scoring Fragmentor Deep neural networks MORDRED ( All) 3D:corina L om , o713, o057, 088,
Highest k2 = 0.14731 Convolutional NN Mera, Mersy 3D:corina L 073 , 069 , 055, 067,

OEstate 074 067 , 063, 068
3300 propertles Descriptor 3D:cori Com D on D or e
in 28 single models Average Evaluation yDesciliion 3 corka 4 /] /) 4 /]

QNPR (length:1 - 3) 068 062 , 058 , 058
93% Consensus . 4 4 = g E
Classification v Metrics RDKIT (3D blocks: 1-111516) 3D:corina | 077 072 056, 065,
with thresholds :‘:f'Aucd) SIRMS (labels:charge+logp+hberefractivity) | 076 | 073 , 059 067

: ; - - alanced) accurac

high mmedium mlow . . Probability prediction of test molecules RMSE Y Spectrophores (accuracy=20) 3D:corina 068 06 052 06
Assumption of class frequencies 4 4 4 4 4
StructuralAlerts , 067 , 084 , 058, 051,
alvaesc (3D blocks: (only) 1-30) 3D:corina | 0.75 071 , 057 , 068 ,

Challenge setup: classification of highly
imbalanced data into three ordered classes

Workflow used for model development Example of models developed using OCHEM

Conclusions:

Quadratic ka ppa metric Scores — [Fulcievon [ o]

Concensus modellling provided the best accuracy

0D - Descriptor n _ Consensus * Different representations enhance the performance
modeling * Reliable protocol is important to get best results
/ % — 0,12 [ 0129 ] 0103 improves * Do not give up!
molecular
Jestures F Cotooont 8 models ~ [ 0.140 [ 0.114 individual
D : \ redictions
o — 0121 | 0132 | 0.104 P
P 9madels — | 0147 | 0116
28 models
N o — 012 | 0117 | 0.096
representation
2D - Graph — | 0.132 | 0.107
KGCNN. —01.2] 0.131 | 0.115
representation models

ions and

10 models

Overview of molecular repr

Molecules were represented by descriptors,

SMILES text, and graph representations. Subsequently, descriptor-based models including CatBoost
and DNNs, TransformerCNN and KGCNN models were generated and tested. Combinations of
models improved performance.

Challenge winners (Ms. A. Kopp is in the centre) with the
challenge organizers during 2023 SLAS conference in Brussels

See pre-print at https://doi.org/10.26434/chemrxiv-2023-p8gcv
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