FIRMENICH D-LAB

Al FORMULA GENERATOR
DR GUILLAUME GODIN

SCIENTIFIC DIRECTOR Al

IDSIA Lucano, 2NP ScHooL AIDD 2022



4.3

Billion CHF
Revenues

14

Acquisitions
ENERCES

2 ’i\jﬁmenich
- for good, naturall

+16.8% B +4.7%

Including On organic
acquisitions at basis at constant
constant currency currency

10% "4 4,000+

Invested on average
in R&D Patents

(FY17-FY21)

FIRMENICH TODAY
FAST FACTS

H#1 #1

Privately-owned Perfumery &
Fragrance & Taste Ingredients*
company

10,000 § 100+

Colleagues Markets

Started in 1895 at Geneva

*ranked #1 as co-leader
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WHAT WE DO

POWERED BY WORLD-CLASS
SCIENCE & INNOVATION
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PERFUMERY

Fine Fragrance

Consumer Fragrances

TASTE & BEYOND

Beverages
Sweet Goods
Savory

INGREDIENTS

Naturals
Molecules



THE RIGHT MOMENT
Revolutionizing the Industry, Together

50+ L& e A

YEARS YEARS YEARS YEARS

GENERATING DIGITAL ENHANCED d_lab
DATA DEVELOPMENT CREATION

TOOLS =
A [ == [ |

24 YEARS 22 YEARS 19 YEARS 16 YEARS 14 YEARS 11 YEARS
Chem. Eng. PhD EPFL Firmenich ELN by PM Optimization
Norvatis Iminosugars In vivo J-M Lehn CAMBRIDGESOFT Reformulation Computer
Vienna synthesis Fluorescent A Herrmann (ChemDraw...) Assisted (ORCA)
Chaperone biomarkers Pro-perfumes Geneva Geneva
therapy Kai Johnsson Geneva
Orléans Lausanne

Frmenich




Few Open-source contributions

= All 3D Dragon like descriptors RDKit C++ https://github.com/rdkit/rdkit
» Smiles randomization RDKit C++

= Coulumb Matrix RDKit C++

» HOSE code invariant type in RDKit C++

» RDKit javascript (rebranded last year minimalLib) https://github.com/rdkit/RDKitjs
» YEeHMOP + EEM atomic “Partial Charges” RDKit Fortran / C++
» GetAtomFeatures for graph (GIN version) RDKit C++

= Pytorch: Attentive FP, DimenetPP in PyG https://github.com/pyg-team/pytorch_geometric
= Keras: GIN, AttentiveFP, DimenetPP & PAiNNs Graphs https://github.com/aimat-lab/gcnn_keras

*From Static representation of vectors to Dynamic autoML vector generation

6 | good Firmenich
rg'natun’ally



Main digitalization research activities

wid
2]
E Properties Predictions Taste Receptor
Q
5 5
O =
- Assisted Chemistry Olfactory Receptor ‘—;
c
ks £
° o
o L
o
= Assisted Biotechnology Analytical Chemistry
for % I .
! gg?l?l’ally S}:I-?menICh



How to find missing/bad data means ?

Ruddigkeit et al. Journal of Cheminformatics 2014, 6:27 rnal of
http//waww.jcheminf.com/content/6/1/27 JOLETE O

Cheminformatics

RESEARCH ARTICLE Open Access

Expanding the fragrance chemical space for
virtual screening

Lars Ruddigkeit, Mahendra Awale and Jean-Louis Reymond’

Q: Is list of authors complete ?

In fact, do we know how good is our data ?

i Fomerich
gatur’ally ronenic




How to find missing/bad data means ?

CAS '//;:: SciFinder”

[ ]
References ~ Edit Search | SHCEeRey A" X @ Draw “ a ® 2

« Return to Results

€ Prev (90f19) Next =

B Reference Detail

CONFERENCE

Source

Abstracts of Papers, 245th ACS
National Meeting & Exposition,

New Orleans, LA, United States,

April 7-11, 2013

Pages: CINF-44

Conference; Meeting Abstract
2013

CODEN: 69QTVP

Database Information
AN: 2013:476619
CAplus

Company/Organization

Department of Chemistry and
Biochemistry

University of Berne

Bern 3012

Switzerland

Publisher
American Chemical Society

Short Answer: Yes & No

a S, B Msae

Exploring the chemical space of flavors and fragrances with the chemical universe database

By: Reymond, Jean-Louis: Ruddigkeit, Lars; Awale, Mahendra; Godin, Guillaume *
—

The chem. space describes the ensemble of all organic mols. Recently we reported the Chem. Universe Database GDB-13 enumerating
977 million mols. of up to 13 atoms of C, N, O, S and Cl. Herein we report the anal. and visualization of analogs of typical flavors and
fragrance compounds found in the database. Analog searching was performed using a searchable version of GDB-13 based on MQN-
similarity. The anal. illuminates a vast yet well defined chem. space that offers many opportunities to broaden the range of flavors and
fragrances to new structural types.

Full Text +

= Expect to have missing/incomplete/noisy data!
*» Find them need very accurate tool link SciFinder

» Few examples:

Modeling value taken as measure value / rounded reaction yield (40% instead of 43% /
Melting Point lower than 0°C assigned to 0°C / unit issues / Boiling point bellow Melting
Point / Biological measurement reproducibility

| Fimacil
gatun’ally ronenic

*Guillaume GODIN contribution found in abstract ACS New Orleans conference (spring 2013) before the paper (2014)



Short review of Al / ML fundamentals : Don’t read it, just do it !

Recent Fast Model Architectures revolution

From Mathematical concepts:

1967: K-Nearest Neighbour (KNN) averaging similar points
1963/1986: Multilayer perceptron (MLP)

1995: Support Vector Machine (SVM)

2001: Random forest (RF) based on random tree (1996)
2016: Extreme gradient boost (XGBoost)

To GAFA + Universities + Companies needs:
Mainly due to hardware accessibility (GPU/TPU):

2016: Graph Neural Network (GCN) (>100 architectures in 6 years)
2019: Transformers & Natural Language Processing (NLP)

Strong methodology == Systematic validation

A good model process:

* Prepare data (inputs, targets) & remove duplicates to avoid data
“leaks”

* Always think data can be noisy

» Split Data: Train / validation / test

+ Compare multiple models (hyperparameters, variation,

architecture, etc...) 10

for

300 aty Single model stability:
**https://towardsdatascience.com/20-popular-machine-learning-metrics-part- 1-classification-regression-evaluation-
metrics-1ca3e282a2ce

Pick the correct metric*
e (lassification Metrics (accuracy, precision, recall, F1-score, ROC, AUC, ...)
e Regression Metrics (MSE, MAE)
e Ranking Metrics (MRR, DCG, NDCG)
e Statistical Metrics (Correlation)
e Computer Vision Metrics (PSNR, SSIM, IoU)
e NLP Metrics (Perplexity, BLEU score)

e Deep Learning Related Metrics (Inception score, Frechet Inception distance)

Main issues of Al / ML
Applicability Domain limits:
» Difficult to control, model & database dependent
+ Overfitting & non-generalization are strongly correlated
* RF can slightly overfit, while it is a general case of Neural
Network (high # of parameters)
User Acceptante:
* RF “explained”
» while NN are generally consider to be black box (recent trend

Explainable Al
P ) _'l'l_menlch

* Ensemble models improve generalization



OCHEM: Our dedicated solution for easy & robust Al / ML models

We use open OCHEM* to benchmark models & features
It gives access to

- lot of architecture

- lot of metric

- a robust validation protocol

11 for - g
good, rmenic
*https://ochem.eu naturally



Project delivery

Relation between quality/curation vs project delivery

Done

Ongoing

On hold

A

¥,
=
(@)
2
o

Property prediction

Very small data (<100)
Very long term validation

® Small data (100-1000)
Long term validation

‘ Medium data (1000-3000)
Moderate validation

Fast validation

‘ Large data (>3000).

Data Curation &

S N
9
No Partially Yes

Model Validation

for
12 good,
naturally
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Open OCHEM integration at Firmenich

OCHEM advantages:

* Allin one:
« State of the art Firmenich Al architectures
* Open-source Al architectures
» Classical ML methods for comparison

* Trust:
» Fair performance evaluation using standardized cross

validation
* Robust:
» Version control for models & datasets
» Future data collection can be targeted to improve model

performance where it is weak, improving experimental
efficiency.

*https://ochem.eu

d-lab™Model

13

Henry Coefficient model
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ﬂ
Prepare dataset Upload Benchmark Publish & Share
_ Open OCHEM: d-lab™ Chemical Modeling Pipeline _

Outliers really?
Human check 3 of 4 are

database molecule error



OCHEM model publication & comparison example

Predicted property: logHenry
Training set: studentmodelcosmo_csv

Metrics [RMSE - Root Mean Square Error v | for | Training set v | Validation: | Cross-Validation (11 models) v |
TRANSNNI (F) CHEMNLP CHEMNLP (3D)
ChemProp | GNN GIN y (3D) | (3D) | @ | ATTFP | GINX 4 PAINNKERAS
0.58 0.042 0.55 0.029 0.55 0.44 0.51 0.028 0.50.43 0.48 0.025
SMILES | " (0.311) L (029 * (0.495) 0.580.44 (0.51) , (0,269 , (0465 (0.253)
SMILES
w010 + + 0.570.03(0.3) + + + + +
Model Model
benchmark selection
[Model training tasks v |[All tasks statuses v | logHenry+deltaHenry_/| [Refresh] [Delete all matching tasks] () See tasks of other users () Refresh every minute
1-10f1
User ;a::; tsyt:tz/a d Model / Task name gret:perty/ Method Status  Priority Details

Model training logHenry -
199! 50211118 19:05:06 °9Henry+deltaHenry ATTFPKERAS - 1000007038 (i foieicocmo osy  ATTFPKERAS  ready - recalculate = @ [
14 for
good,
naturally

*https://ochem.eu

CHEMPROPKERAS  ATTFPKERAS alalliEes
= 4 (3D)
0.52 0.027 ,
0450023 (0.237) ot running
+ + .

Keras

FHrmenich



O'I MOLECULE
OLFACTION




d-lab - Let start by molecule olfaction model project

Generally, olfactive a molecule has multiple descriptors:

‘powdery

N
-
QO

EI

x

—h

o

S

Q 3

|._.I

< i
<

Task is a “multi label classification” you want to predict several weighted “descriptor”:

1 y | fatty

oy e )
sweet

fruity
greens,
waxy QUANCE

mUSty herbal cheese

tropical

Musky molecules are also

+ Labels are linked (some are orthogonal, but it’s rarely the case)
+ Labels are not always reproductible (Human'’s bias)

*https://www.nature.com/articles/s41598-020-73978-1.pdf

for
good,
naturally
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Data unstability / interpretability

Human Panelist “deviation” < > External databases description “deviation”

a - g aos iy c (-)-Carvone D-Camphor ° Vanillin

> 5,00 ot 3 PO e ? o ¢ o °
=Fo gl S pme W & . T &
mmint, &5 O sugar ;' < lemon... v % : » g o

p‘m:mlntl% L g: paii'itg ] TEI £ ot o oo < : > ° o

old (1~ vrs: Ju "—Ghbﬁiﬂ‘ll e SIGMA- minty medicinal caramel, chocolate

gum 55 3 F00d  cintSasn 10 ;gar c marker < lorves ALDRICH herbaceous woody, vanilia sweet, vanilla

i : iz = O otoa's

SWEEIflower 7, . a5 — .

]§a|[jﬂ []l musk  croam @ crayons g .’5 ggEEE & g WIKIPEDIA speaminl pmmﬁﬂg b&;aalnl:g' s}:::lam
g pencl' [T E’;‘:”gl— Gl rEMOVEr -, 4 2 dead ‘ o -
8% egiing sdirtyE = Seraser.... 558 ATLAS OF

wé,ﬁspane;-!g canut@ - & cleaner =it == ODOR [SEEIEs S 8 complion mechchel el e

SiE g - B ra , aromatic chocolate, fragra

§ §ﬁu's g ..E’_’mﬁy“s§=§ Posnsts CH:ESSITLEE aromatic, sweet woody;l‘:slnous aromatic

Methyl thiobutyrate

C Q
Q S o o
o
cheese, musty
vegetable, animal
alliaceous (onion/garlic)

(no entry)

sickening
putridffoul/decayed
rancid, sour milk
sourivinegar

Not identical + mixing olfactive descriptors & oral sensation & liking:

- Cooling, Pleasant are not olfactive terms

How to qualify models coming from 2016 “Dream Challenge”* ?
+ Small dataset: 480 molecules described/ not very structurally diverse

* Applicability domain is very limited or sparse (weak)

+ Data quality & high variability observed

for
17 good,
naturally

FHrmenich



Google* GCN approach analysis (2019)

1.0

What change in between ? === DREAM
+ Dataset increase: me GNN
+ 480 to 5000 molecules oo
* RF to Graph Neural Network
0.6
What did not change in between ? 0.4
+ Data quality
SD highly instable from splits 0.24
0.0-
Conclusion: 2858833 cE3Eggeegges
« Very little improvement with 10x more data points g €& & ° & =5 2;zE g =625
= ¢ £ 5
¢ Descriptor
18 for F . h
good, rmenic
naturally

*https://ai.googleblog.com/2019/10/learning-to-smell-using-deep-learning.html



Our simple KNN Firmenich model (2018)

To build it:
+ Select a fingerprint aka “FP”
+ Determine Olfaction terms based on closest neighbours using “FP” projection space

Known Issues of such method:
 Applicability domain is strictly Firmenich centered and maybe not compatible with external descriptions
* KNN is not adapted for olfaction of isomers & mixtures*

*https://arxiv.org/pdf/2010.01027.pdf : not enough chirality in dataset (racemic mixture, unknow deviation),
by removing chirality of our input molecule, we do not see prediction variation. P
19
good,

naturally
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Ask help for external open source community

Status after round 2 on external dataset

A # Participants top5_tss(adjusted) top2_tss(adjusted)

o1 Sleeper 0.389 Japan

02 @ rejulien 0.492 0.382 France
03 @ alarih 0.416 0.305
04 zuklei 0.404 0.270

Learning to Smell*
+ Dataset: (5000 training + 1000 testing) of external molecules + internal curated process
* Metric: Top5 best score other the first 3 words describing a molecule

20 for [ .
L Firmenich

*https://www.aicrowd.com/challenges/learning-to-smell



What happends if we change the population that describe ?

Final Best solution proposed => Random Forest

A # Participants top5_tss(adjusted) top2_tss(adjusted)

w02 0.400
Sleeper
03 @ 0.317
alarih
A 04 @ 0.305
hjuinj

Final challenge

Tweak dataset by adding anonymous internal molecules in Test set only:

+10% in training set
+ 200 data point in testing set

0.290

0.277

0.214

0.219

Score decreasing by 20% between round 2 to 3*

Probable explainations:

Overfitting

AD sharing
SD split variability
data expertise

21

for
good,
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Validation of the olfactive models: synthesis is not fast

o o OH O o
| NaOH TsOH
: i + ﬁ - Ciké —_— (I\\(j

Prediction: woody (31%)
Evaluation: green, compost

o] Main molecule &

o OMe
/@i\é /Oi\é m Derivatives

Prediction: woody (33%) Prediction: woody (100%) Prediction: woody (100%)
Evaluation: dusty, metallic, fatty ~ Evaluation: fatty, metallic Evaluation: compost, earthy, green

Expected to be woody but none of them are!

22 for . .
L Firmenich



Validation of the olfactive models: synthesis is may failed

(o)

O/MgCI @ PGG o MnO; O)@

Prediction: woody (57%),
Evaluation: fatty, metallic

OAc
OMe tBUOK, Mel | Pyr, AcCl O)\G
Prediction: woody (100%) Prediction: woody (100%)
Evaluation: terpenic, metallic, slightly anise Evaluation: slightly earthy-cellar

Expected to be Woody but got Terpenic, or Earthy-Moussy instead

23 for [ .
good TFirmenich



Validation of the olfactive models: esters are easy to do !

O O
cat. Fe(TfO);
EtOH, 80°C -
O O cat. Fe(TfO)3

é)\ MeOH, 80°C

Fruity is simpler to predict (link to esters functions) than Woody

)J\/\/\)L{o/\

Prediction: Fruity (565%), Gourmand (44%)
Evaluation: fatty, oily, green,vaguely fruity

Jo

Prediction: Fruity (56%), Gourmand 43%)
Evaluation: fruity, dusty, butyric,

« Small modification have huge impact
+ ethyl 7-oxooctanoate
* methyl 7-oxooctanoate

for
24 good,
naturally
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Validation of the olfactive models: esters are easy to do ?

o]
\/\/\H/C' o TEA, DMAP cat \/\/\H/OSLO/\
* Ho\)J\O/\ o

)

Prediction: Fruity (38%), Animalic (31%), gourmand (29%)
Evaluation: fruity, tutti frutt

HO o TEA, DMAP cat H 0
JoBNE ~ o hon
o

Prediction: Fruity (55%), Gourmand (44%)
Evaluation: odorless

Model cannot deal with odour cut-off of high MW (C10->C14):
“Applicability Domain limit reached”
“Fruity to Odorless”

for
25 good,
naturally
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Our solution for robust Al / ML experience

0 5 Y K,COs, DMF, 80°C, ON
OH

(o)

e

O A

/\o{ko% /\oikﬂ

OH
Prediction: Floral (28%), Gourmand (26%), Leathery (24%), Animalic (20%)  Prediction: Gourmand (45%), Floral (54%) Prediction: Floral (57%), Gourmand (42%)
Evaluation: animal-fecal, metallic, dusty, almond-benzoic Evaluation: rose, phenylacetic, honey Evaluation: almost odorless, slightly metallic

Model cannot deal with odour cut-off of high MW (C10->C14):

“Applicability Domain limit reached”

Evolution of the response with MW is very high even if the “fragments are similar”

for
26 good,
naturally

*https://ochem.eu/home/show.do

FHrmenich



Final result using real validation

Expert vs Model No Several Perfect
Matching
Evaluated ratio 48% 13% 1%

internal validation results was carried done by experts (Perfumery division)

Alignment with :
» Google*: F1 score = 36%
* AlCrowd**: 40% Top5 best score

. _ ] 27 for - :
https.//arxw.orq_/pdf/1910.10685.pdf _ gggg;auy | ir menlch
** https://www.aicrowd.com/challenges/learning-to-smell



https://arxiv.org/pdf/1910.10685.pdf
https://www.aicrowd.com/challenges/learning-to-smell
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Al in art and sensory

THE
UNFINIESHED

MACKMYR
A WHISKY
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What was the goals ?

» Assisting Perfumer and
Flavorist

>Increasing Firmenich’s >Enhance creativity and
signature authenticity

30 for - .
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d-lab — Building the Al Advantage

Our vision:

“To augment human creativity using leading edge technologies, to
accelerate innovation and create winning solutions for our
customers, ethically.”

3 characteristics
- Safe and agile
- Ethical
- High tech

Winner of the Digital Innovation of the year 2021

31 _'I-?menich



Final result using real validation

Al formula generator

=A machine learning model able to generate formula integrating multiple constraints

Part I: ﬁijé?
Data curation o

Bvlgari
Serpenti

| consumers °
1 test
| [ ]

Excellent

§ Perfumery Al public
-% announcement
= [ J
k=
]
First Al beef
* Partll:
F" tsh First soap bars . .
Frstfragrance @ * Model validation
[
Jan 2019 March 2019 May 2019 Oct 2019 Oct 2020 Dec 2020 Feb 2021 Oct 2021
Project kick-off
Database continuous integration
for
32 ood,
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Generator for Flavors

£ WE HAVE CREATED. %

THE WORLD'S FIRST FLAVOR

Today up to 19 Tonalitites in Production Al BEEF: lightly grilled

33 fOI' . .
good, FHrmenich



How are we working ?

1. Input targets :
Perfumers olfactive vision

Firmenich Perfumers Price. application
PP Deep Learning Model Model validated

Fragrance formulae

Model Improvementsr

2. Output:
Al-Generated Formula

|

3. Perfumers
Feedbacks

34 for [ .
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How is it working ?

Leveraging data from Firmenich’s databases and use advanced techniques of
statistics, mathematical modelling, data mining and machine learning (Al)

Evaluation and

Formula Ingredient

imizati Continuous
similarity Knownledge Optimization

improvement

35| for . :
200 aly FHrmenich



Generator Interaction by Keywords

Application: Shampoo, Soaps, Fine Fragrance, etc...

Olfactive Descriptors: «Floral: 3», «Fruity: 4», «Vanilla: 2», etc
- The weights in front of the descriptors correspond to the strength of a particular olfactive description.

Target Price (CC)

Sustainability: biodeg, carbon renewable

36 for . .
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Pillars of Success

People & culture
Open-mindedness, OK to fail, agile, owning - — S —

Interaction with business
Building cross-disciplinary agile teams,
involving business from day one

Skills
Understanding fundamentals — it's not just
about doing a train/test split

Tech

This is at the core — but not an end in itself

38 '::sj_'l-?menich



Final thoughts

You need both low-hanging fruit and moonshots

39 _'I-?menich
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INNOVATIVE CRAFTSMANSHIP IN FRAGRANCES, TASTE AND BEYOND
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