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Am | hungry?
Do we really need XAI? Decision Trees /s \

Buy a hamburger

Go to restaurant

"Self-explanatory" ML algorithms?

Decision Tree Classifiers = recursive
splits of data by purity measures !
giving rule-based classitiers (for bl

discrete/continuous)
 Simple-but-powerful idea: Random °
Forests & Gradient Boosted Trees are s
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Explaining the Iris Data Set with Decision Trees?

iris setosa iris versicolor iris virginica

petal sepal petal sepal petal  sepal
| I0|PetolLengthiPetaliidth|SepalLength|Sepaliidth]  Spectes|

1| 1.4| 0.2 5.1 3.5|Iris-setosal

I T B Classification task

3.2|Iris-setosa|
4| 1.5 0.2 4.6| 3.1|Iris-setosal
5| 1.4| 0.2] 5.0] 3.6|Iris-setosal

6| 1.7| 0.4 5.4] 3.9|Iris-setosa| 3 pOSSible Classes

8| 1.5]| 0.2] 5.0| 3.4|Iris-setosa|

B I B ot 4 numerical features

|
|
|
|
|
|
| 7| 1.4| 0.3 4.6| 3.4|Iris-setosa|
|
|
|
|
|
|
|

11| 1.5) 0.2 5.4| 3.7|Iris-setosa|
12| 1.6| 0.2] 4.8] 3.4|Iris-setosal
13| 1.4| 0.1 4.8| 3.0|Iris-setosal
14| 1.1) 0.1 4.3 3.0|Iris-setosal
1 1cl 1 21 o 2l c al A DITric. catnenl
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A (Complicated) Explanation of the Iris Data Set with DTs

Alessandro Antonucci, IDSIA

petal length (cm) <=2.45
gini = 0.667
samples = 150
value = [50, 50, 50]
class = setosa

True

vvvvvvvvv

VIrg1ni

\I:alse

petal width (cm) <= 1.75
gini=0.5
samples = 100
value = [0, 50, 50]
class = versicolor

sepal length (cm) <= 6.95

gini = 0.444
les =3
value = [0, 2, 1]
class = versicolor

mpile
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A (Still Complicated) Explanation of the Iris Data Set with DTs

1.65 25
petal width (cm)

Alessandro Antonucci, IDSIA
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Informative, but only
THLJm with "small" trees

d(]

“ﬂ = .Jmh Small tree = simple"rules
' | P but ML is mostly used
LI @9 y

petal width (cm) sepal width (cm) b= When rUIeS

are complex ...
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{Already) Interpretable Models

e Sparse or Low Dimensional
Linear Models

— Support Vector Machines
(SVMs) line DTs with non-
orthogonal separators

— Regressors, NBC, etc,, ...
e Rules can be obtained

e Linearity is often unrealistic, but
kernel transformations leading
to non-linear models can be

used

Alessandro Antonucci, IDSIA

sepal length (cm)

@ surs

Decision surface of linear SVC

sepal width (cm)

Conditions Probability  Support
IF IrregularShape AND Age > 60 THEN malignancy risk is  85.22% 230
ELSE IF  SpiculatedMargin AND Age > 45 THEN malignancy risk is  78.13% 64
ELSE IF  IllDefinedMargin AND Age > 60 THEN malignancy risk is  69.23% 39
ELSE IF  IrregularShape THEN malignancy risk is  63.40% 153
ELSE IF LobularShape AND Density > 2~ THEN malignancy risk is  39.68% 63
ELSE IF RoundShape AND Age > 60 THEN malignancy risk is  26.09% 46
ELSE THEN malignancy risk is  10.38% 366
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Table 1: Falling rule list for mammographic mass dataset.
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Generative Models (Bayesian Nets)

e (Generative Modelling?

Joint Probability P(C, Fy, F,, F», F)
e (lassification?

arg mgx P(C|F, F,, F5, F))

e Explanations? P(F;| C)

e Joint Elicitation?
Decomposition by independence

e FE.g., Naive Bayes Classitier

4
P(C.F\.Fy, F;,F) = PO [P C)
i=1

Alessandro Antonucci, IDSIA
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But Accuracy Matters ...

Learning Techniques (today) Explainability
S (notional)
ﬂ;}ural Nets A

Bayesian |
Belief Nets |

SRL
CRFs HBNs

MLNs

\LE\M

— orests 5
AOGs

/Decision

Statistical
Models

Pr
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/ Trees

Explainability
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Towards Model-Agnostic
Approaches

e \Why model-agnostic?
e \We want to use more powerful

methods (ex. Deep Learning)

* Producing better explanations
independently of the model

Alessandro Antonucci, IDSIA

Humans .

lnform

V= or+ﬁ X
Interpretability /Fx>4-
Methods HENy =1 65

extract

Black Box
Model

ﬁ learn

Data

ﬁ capture

World
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Local Interpretable Model-agnostic Explanations (LIME)

e First, but still popular, MA-XAI algorithm (Ribeiro et al., 2016)

e Simple and flexible idea working with categorical or continuous
data, text, images (and open-source library)

e Given instance X, train surrogate model on a neighbourhood of x

e The ML algorithm annotates the neighbour instances

e [ocality (neighbours) makes linearity a tenable assumption

Global Local
'
. . :
: 4_1’. +_+ Il.
= » '
tjlﬁ K : I_+:' O
lI e + I, ‘
! .
T

Complex Non-linear Simple Linear

Alessandro Antonucci, IDSIA 10
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How LIME works

Perturbed Instances | P(tree frog)

—%
085 Locally weighted
, regrision
0.00001
Original Image
P(tree frog) = 0.54
0.52

Explanation

Alessandro Antonucci, IDSIA 11
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LIME Examples: Image Recognition

e Google Inception Network for Image Recognition
e Best classification outputs:
— P(Electric Guitar) = 0.32 (Why? Lime? Fretboard)
— P(Acoustic Guitar) = 0.24
— P(Labrador) = 0.21

(a) Original Image (b) Explaining Electric guitar (c) Explaining Acoustic guitar  (d) Explaining Labrador

Alessandro Antonucci, IDSIA 12



IDSTA

!

LIME Examples: Image Recognition

Husky vs Wolf ?
e |F Snow THEN Wolf ...

(a) Husky classified as wolf (b) Explanation

Alessandro Antonucci, IDSIA
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LIME Examples: Text Recognition

e Newsgroups (Old) Dataset
e Christian vs. Atheist ...

Prediction probabilities atheism christian

atheism
christian

Alessandro Antonucci, IDSIA

Text with highlighted words

From: johnchad @triton.unm Sl (jchadwic)

Subject: Another request for Darwin Fish
Organization: University of New Mexico, Albuquerque
Lines: 11

ISR - PGSR - IO : triton unm Sl
Hello Gang,

[DB8EE BAYE been some notes recently asking where to obtain the
DARWIN fish.

This is the same question I [illli@ and I i@ not seen an answer on
the

net. If anyone has a contact please post on the net or email me.

14
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SHapley Additive exPlanations (SHAP) (Lundberg & Lee 2017)

* Another Model Agnostic Method

. Summary Plot of SHAP Values
e Any kind of data and open source —
. Interest_Pct
e Shapley values? Game-theoretic e R

Payment_Recieved

concept: each actor gains as

High_BC_Credit_Ratio

much or more as they would have "

I I E Revol\;mg_Ba—lance

from acting independently
e |et's explain the (explanation) d
Current_Bal_Avg 1
m Od e | by a S 18R p | e exa m p | e . Accounts_Having_Mortgage 1
Total_Revolving_Ratio 1

0.00 0.05 0.10 015 020 0.25
SHAP Value (Red = Positive Impact)

Alessandro Antonucci, IDSIA 15
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Boston Hosing Data to understand SHAP

e Simple Linear Regression on the Boston
Housing Data Set (506 regions, 14 features,
median home price as target value)

e (Coefficients are not so transparent
(different scales)

e Partial dependence more informative,
Shapley value is just the gap

E[RM]

32.5 1
30.0 1
27.5 4
25.0 1

22.5 1 E[f(x)]

E[f(x) | RM]

20.0 1

Alessandro Antonucci, IDSIA RM
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CRIM - per capita crime rate by town

. ZN - proportion of residential land zoned for lots over 25,000 sq.ft.
. INDUS - proportion of non-retail business acres per town.

CHAS - Charles River dummy variable (1 if tract bounds river; O otherwise)
NOX - nitric oxides concentration (parts per 10 million)

. RM - average number of rooms per dwelling

. AGE - proportion of owner-occupied units built prior to 1940

. DIS - weighted distances to five Boston employment centres

. RAD - index of accessibility to radial highways

. TAX - full-value property-tax rate per $10,000

. PTRATIO - pupil-teacher ratio by town

. B - 1000(Bk - 0.63)*2 where Bk is the proportion of blacks by town
. LSTAT - % lower status of the population

. MEDV - Median value of owner-occupied homes in $1000's

Model coefficients:

CRIM = -0.108
ZN = 0.0464
INDUS = 0.0206
CHAS = 2.6867
NOX = -17.7666

RM = 3.8099

AGE = 0.0007

DIS = -1.4756

RAD = 0.306

TAX = -0.0123
PTRATIO = -0.9527
B = 0.0093

LSTAT = -0.5248

16
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Understanding Shapley Values

e Shapley value computed for each
feature (less trivial but possible for

-
general ML algorithms) PIRATO
wo
e Their sum is the difference ™
B —0.71
between the baseline expected 20 g
LSTAT +0.42
model output and the current Poxs
NOX P2
model output . o
. . . INDUS ~0.05 |
e This allows to explain the impact hc 02|

DIS ) +0.01

on a particular result

16 18 20 2 24
E[AX)]

e Same additive property can be
kept on non-linear models

Alessandro Antonucci, IDSIA
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Some SHAP Examples
®

higher & lower

output value base value
0.00317 0.00.01 0.02296 0.06004 0.1479 0.3206 0.562 0.7771 0.9046 0.9626 0.9859
petal length (cm) = 5.1 petal width (cm) = 2.4 | sepal width (cm) = 2.8 ' sepal length (cm) = 5.8
dowitcher red-backed_sandpiper
base value f(x)
“g -8.230099 -5.200698 2171297 0.858105 3.633372, 6.916908
9 ) ) o) il ) is ) moressive ) lovable ) But ot (4 (5 (L CCCCCU

This is easily the most underrated film inn the Brooks cannon. Sure, its flawed. It does not
give a realistic view of homelessness (unlike, say, how Citizen Kane gave a realistic view of

meerkat mongoose lounge singers, or Titanic gave a realistic view of Italians YOU IDIOTS). Many of the jokes fall
flat. chis film is very [lllin a way many comedies are not, and to pull that off in a
1 : story about some of the most traditionally reviled members of society @truly Its

not The Fisher King, but its not crap, either. My only complaint is that Brooks should have
cast someone else in the lead (I love Mel as a Director and Writer, not so much as a lead).

LI : o L —

—0.006 —0.004 —-0.002 0.000 0.002 0.004 0.006
SHAP value

Alessandro Antonucci, IDSIA 18
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Shapley Additive Global Importance (SAGE) (2020)

e Very recent (Covert et al., 2020)
extension of SHAP towards global
explanations

Individual example  Model Dataset Model
(1, y1), .- (XN i)

e Still based on Shapley values

e SHAP answers the question how

much does each feature contribute
to this individual prediction?

e SAGE answers the question how -

much does the model depend on
each feature overall?

e |ocal (SHAP) vs. Global (SAGE)

SSSSSSSSSS

Alessandro Antonucci, IDSIA
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JUDEA PEARI

AND DANA MACKENZIE

Counterfactual Explanations

THE
. . . BOOK OF
e (Causal analysis distinguishes between |
observations and interventions %W HY |
P(X|y) # P(X|do(y) et e

e This allows for WHAT-IF reasoning: it an input
datapoint was x instead of x', then a ML output

would be y instead of y' Cred iCi

e Counterfactual Probabilities o e o G e
P(yx | y,’ X/) = P(y | x/’ y,’ do(x)) T"f::"z°lllofi12 f{‘:" ST

e Pearl's Causal Models allow to compute CFs Causal ExpectationMaximisator
(in general only partially identifiable) —

Networks

Alessandro Antonucci, IDSIA 20



IDSTA

”\””H'H

A Counterfactual Analysis in Palliative Care

Study of terminally ill
cancer patients’
preferences wrt their
place of death (home
or hospital)

e~
T"'IOYIA NIZAN/N ¢/
<21/ (
< | AN )

.'\..Qw” P MAroNO Ol QUAINE "IN CUNS DANIITS"

servizio cure palliative e domiciliari

Alessandro Antonucci, IDSIA

A causal model (BN)
based on expert
knowledge and data

qaCt on
e pl
XI)IOra tion ig‘;e O,f

21
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A Counterfactual Analysis in Palliative Care

most patients prefer to die at home,
but a majority actually die in institutional settings
interventions by health care professionals that can facilitate dying at home?

Awareness

Symptoms

$
Awareness
Practitioner
(Patient)
o ‘
Preference
&

(Family)

Preference

(Patient) (Family)

Alessandro Antonucci, IDSIA 22
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A Counterfactual Analysis in Palliative Care

e Finding the most important
variable on which to act

e Importance by probability of PNS(Triangolo) € [0.30,0.31]

neceSSIty and SUffICIenCy PNS(Patient_ Awareness) € [0.03,0.10]

PNS = P(Yy_; = 1,LYy_,=0) PNS(Family_Awareness) € [0.06,0.10]

Alessandro Antonucci, IDSIA 23



One should act on Triangolo first: for
instance, by making Triangolo available to
all patients, we should expect a reduction

of people at the hospital by 30%

This would save money too, and would
allow politicians to do economic
considerations as to which amount it is
even economically profitable to fund
Triangolo, and have patients die at home,
rather than spending more to have
patients die at the hospital
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Pearl's
Ladder of
Causation

Alessandro Antonucci, IDSIA

3. COUNTERFACTUALS

lonagpreng, Resiospocsson, Undervanchig

i Whery I had deee .t W Hy?

Was v X e comned Y7 What of X bed moe
exvstsed? Whear of | had scrad ditherendy?)

Wi o the wpeni thae shoppod my hsadeche?
Wonkd Rennedy De wwe of Ossld had noe
ol Bam? Whar of T Bad vt sodard §or the
fast 2 yewns?

2, INTERYENTION

Do, Intesverning

r What i Ll )it

(WPt wedd Y b of T X7
How cen | e Y hagpen?)

191 ke wpirm, will my hoadiche be carnd?
What of we o cgiecmes?

ACTIVITY!

EXAMPLES:

QUESTIONS.

1. ASSOCIATION

Sering, Obmerving

What ot Joee ¥
Horw ane the warubles eelind?
How woukd soctng X change m Inchief w0 Y7)

W Tt s wrengionn tell me slont o docase?
What s worvey vell o abour e
decrion resulrs?
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Explaining Reinforcement Learning

e Agent operating in state space &
e Set of actions
e Q-value function Q(s, a) available foreach s € 8 and a €

o Greedy agentd = argmax Q(a, s)
a

e For each feature f compute its saliency S[f]
e s'perturbation of s obtained by changing the value of f
e S[f] corresponds to the Q-value change

e E.g, lyer(2018): S[f] = O(s,a) — Q(s', a)
e Alternatives have been proposed

Alessandro Antonucci, IDSIA
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e Saliency maps can
be created by
means of the
computed
saliency levels

I+

n
a
B
i
A B
AR
-

(a) Original Position (b) Iyer et al. (2018)  (c) Greydanus et al. (2018) (d) SARFA

Alessandro Antonucci, IDSIA 27
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Strategic Training by XRL

Figure 5.6: Saliency map for NTW

0.005
0SS f
(a) Chess board - rinf 2 . b inf_2 b.inf 1
0.000 - *

- . ~0.005 -

& -0.010 1
= -0.015

-0.020 { — pareto (3) o i1
= Sarfa

0988 0990 0992 0994 099 0998 1000 1002
K
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Concluding Remarks

* |[nterpretable Machine (and
Reinforcement) Learning is an
important open challenge for
contemporary Al

e Tools/libraries are already
available

e Explaining your ML model
does not require to trade-oft
your accuracy

e Causal analysis as the ultimate

Alessandro Antonucci, IDSIA

ko
Interpretable
Machine Learning

A Guide for Making
Black Box Models Explainable

Christoph Molnar

christophm.github.io/interpretable-ml-book/

Limitations of

slds-lmu.github.io/iml methods limitations/

29
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Python Notebook with Some Examples

https://colab.research.google.com/drive/10yk7W94fjb_bb_ W3A8JjKEdduFIETJh5j

Alessandro Antonucci, IDSIA
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Questions?

alessandro@idsia.ch

Alessandro Antonucci, IDSIA
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