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Do we really need XAI? Decision Trees

• "Self-explanatory" ML algorithms? 

• Decision Tree Classifiers = recursive 
splits of data by purity measures 
giving rule-based classifiers (for 
discrete/continuous) 

• Simple-but-powerful idea: Random 
Forests & Gradient Boosted Trees are 
DTC sophistications
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Explaining the Iris Data Set with Decision Trees?
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Classification task 
3 possible classes 

4 numerical features



A (Complicated) Explanation of the Iris Data Set with DTs
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Informative,  but only  
with "small" trees 

Small tree = simple"rules"  
but ML is mostly used  

when rules  
are complex ...

A (Still Complicated) Explanation of the Iris Data Set with DTs
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• Sparse or Low Dimensional 
Linear Models  

– Support Vector Machines 
(SVMs) line DTs with non-
orthogonal separators 

– Regressors, NBC, etc., ... 

• Rules can be obtained 

• Linearity is often unrealistic, but 
kernel transformations leading 
to non-linear models can be 
used
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(Already) Interpretable Models
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• Generative Modelling?                   
Joint Probability   

• Classification?
 

• Explanations?  

• Joint Elicitation?            
Decomposition by independence 

• E.g., Naive Bayes Classifier        

 =  

P(C, F1, F2, F3, F4)

arg max
C

P(C |F1, F2, F3, F4)

P(Fj |C)

P(C, F1, F2, F3, F4) P(C)
4

∏
i=1

P(Fi |C)
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Generative Models (Bayesian Nets) 
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But Accuracy Matters ...



Towards Model-Agnostic 
Approaches
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• Why model-agnostic? 

• We want to use more powerful 
methods (ex. Deep Learning) 

• Producing better explanations 
independently of the model



Local Interpretable Model-agnostic Explanations (LIME)  
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• First, but still popular, MA-XAI algorithm (Ribeiro et al., 2016) 

• Simple and flexible idea working with categorical or continuous 
data, text, images (and open-source library) 

• Given instance x, train surrogate model on a neighbourhood of x 

• The ML algorithm annotates the neighbour instances 

• Locality (neighbours) makes linearity a tenable assumption



How LIME works
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LIME Examples: Image Recognition  
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• Google Inception Network for Image Recognition 

• Best classification outputs:  

– P(Electric Guitar) = 0.32 (Why? Lime? Fretboard) 

– P(Acoustic Guitar) = 0.24 

– P(Labrador) = 0.21 OK



LIME Examples: Image Recognition  
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• Husky vs Wolf ? 

• IF Snow THEN Wolf ... NO



LIME Examples: Text Recognition  
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• Newsgroups (Old) Dataset 

• Christian vs. Atheist ...

NO



SHapley Additive exPlanations (SHAP) (Lundberg & Lee 2017) 
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• Another Model Agnostic Method  

• Any kind of data and open source 

• Shapley values? Game-theoretic 
concept: each actor gains as 
much or more as they would have 
from acting independently 

• Let's explain the (explanation) 
model by a simple example ...



Boston Hosing Data to understand SHAP 
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• Simple Linear Regression on the Boston 
Housing Data Set (506 regions, 14 features, 
median home price as target value) 

• Coefficients are not so transparent 
(different scales) 

• Partial dependence more informative, 
Shapley value is just the gap



Understanding Shapley Values 
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• Shapley value computed for each 
feature (less trivial but possible for 
general ML algorithms) 

• Their sum is the difference 
between the baseline expected 
model output and the current 
model output 

• This allows to explain the impact 
on a particular result 

• Same additive property can be 
kept on non-linear models 



Some SHAP Examples
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Shapley Additive Global Importance (SAGE) (2020)
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• Very recent (Covert et al., 2020) 
extension of SHAP towards global 
explanations 

• Still based on Shapley values 

• SHAP answers the question how 
much does each feature contribute 
to this individual prediction? 

• SAGE answers the question how 
much does the model depend on 
each feature overall? 

• Local (SHAP) vs. Global (SAGE) 



Counterfactual Explanations

• Causal analysis distinguishes between 
observations and interventions

 

• This allows for WHAT-IF reasoning: if an input 
datapoint was x instead of x', then a ML output 
would be y instead of y' 

• Counterfactual Probabilities   
 

• Pearl's Causal Models allow to compute CFs    
(in general only partially identifiable)

P(X |y) ≠ P(X |do(y))

P(yx |y′ , x′ ) := P(y |x′ , y′ , do(x))
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A Counterfactual Analysis in Palliative Care
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• Study of terminally ill 
cancer patients’ 
preferences wrt their 
place of death (home 
or hospital)

• A causal model (BN) 
based on expert 
knowledge and data



A Counterfactual Analysis in Palliative Care
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most patients prefer to die at home,  
but a majority actually die in institutional settings 

interventions by health care professionals that can facilitate dying at home?



• Finding the most important 
variable on which to act 

• Importance by probability of 
necessity and sufficiency 

•  

•

PNS := P(YX=1 = 1,YX=0 = 0)
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PNS(Triangolo) ∈ [0.30,0.31]

PNS(Patient_Awareness) ∈ [0.03,0.10]

PNS(Family_Awareness) ∈ [0.06,0.10]

A Counterfactual Analysis in Palliative Care
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PNS(Triangolo) ∈ [0.30,0.31]

PNS(Patient_Awareness) ∈ [0.03,0.10]

PNS(Family_Awareness) ∈ [0.06,0.10]

A Counterfactual Analysis in Palliative CareOne should act on Triangolo first: for 
instance, by making Triangolo available to 
all patients, we should expect a reduction 

of people at the hospital by 30% 

This would save money too, and would 
allow politicians to do economic 

considerations as to which amount it is 
even economically profitable to fund 

Triangolo, and have patients die at home, 
rather than spending more to have 

patients die at the hospital



Pearl's 
Ladder of 
Causation
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Explaining Reinforcement Learning

• Agent operating in state space  

• Set of actions  

• Q-value function  available for each  and  

• Greedy agent  

• For each feature  compute its saliency  

•  perturbation of  obtained by changing the value of  

•  corresponds to the Q-value change 

• E.g., Iyer (2018):  =  

• Alternatives have been proposed

𝒮
𝒜s

Q(s, a) s ∈ 𝒮 a ∈ 𝒜s

̂a = arg max
a

Q(a, s)

f S[ f ]
s′ s f
S[ f ]

S[ f ] Q(s, ̂a) − Q(s′ , ̂a)
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Explainable Reinforcement Learning by Saliency Maps
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• Saliency maps can 
be created by 
means of the 
computed 
saliency levels
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Strategic Training by XRL



Concluding Remarks

• Interpretable Machine (and 
Reinforcement) Learning is an 
important open challenge for 
contemporary AI 

• Tools/libraries are already 
available 

• Explaining your ML model 
does not require to trade-off 
your accuracy 

• Causal analysis as the ultimate 
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christophm.github.io/interpretable-ml-book/

slds-lmu.github.io/iml_methods_limitations/



Python Notebook with Some Examples
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https://colab.research.google.com/drive/1Oyk7W94fjb_b_W3A8JjKEdduFIETJh5j
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Questions??
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