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Outline of the Talk

• Introduction to drug discovery and drug/target 
binding (DTB)

• Theory and simulation methods of DTB

• Machine learning augmented sampling



Drug Discovery - a (very) long process
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CHAPTER 1 Introduction    9

for 2–4 weeks (subacute) and 6–24 months (chronic), in at least 
2 species.

TYPES OF ANIMAL TESTS

A. Pharmacologic Profile
The pharmacologic profile is a description of all the pharmacologic 
effects of a drug (eg, effects on cardiovascular function, gastroin-
testinal activity, respiration, hepatic and renal function, endocrine 
function, CNS). Both graded and quantal dose-response data are 
gathered.

B. Reproductive Toxicity
Reproductive toxicity testing involves the study of the fertility 
effects of the candidate drug and its teratogenic and mutagenic 
toxicity. Until 2015, the FDA had used a 5-level (A, B, C, D, X) 
minimally descriptive scale to summarize information regarding the 
safety of drugs in pregnancy (Table 1–3). For drugs submitted after 
June 2015, the letter scale has been abolished in favor of a narra-
tive description of the safety or hazards of each drug, and separate 
categories are established for pregnancy, lactation, and for males 
and females of reproductive potential. The new system is designated 
the Pregnancy and Lactation Labeling Rule (PLLR) and is set 
forth at https://www.fda.gov/Drugs/DevelopmentApprovalProcess/
DevelopmentResources/Labeling/ucm093307.htm. New labeling 
for drugs approved after 2001 will be phased in. Teratogenesis can 
be defined as the induction of developmental defects in the somatic 
tissues of the fetus (eg, by exposure of the fetus to a chemical, infec-
tion, or radiation). Teratogenesis is studied by treating pregnant 
female animals of at least 2 species at selected times during early 
pregnancy when organogenesis is known to take place and by later 
examining the fetuses or neonates for abnormalities. Examples 
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FIGURE 1–5 The development and testing process required to bring a new drug to market in the United States. Some requirements may 
be different for drugs used in life-threatening diseases. (Reproduced, with permission, from Katzung BG, editor: Basic & Clinical Pharmacology, 
12th ed. McGraw-Hill, 2012: Fig. 5–1.)

TABLE 1–3 FDA ratings of drug safety in pregnancy.*

Category Description

A Controlled studies in women fail to demonstrate a 
risk to the fetus in the first trimester (and there is no 
evidence of a risk in later trimesters), and the pos-
sibility of fetal harm appears remote

B Either animal reproduction studies have not demon-
strated a fetal risk but there are no controlled studies 
in pregnant women, or animal reproduction studies 
have shown an adverse effect (other than a decrease 
in fertility) that was not confirmed in controlled 
studies in women in the first trimester (and there is 
no evidence of a risk in later trimesters)

C Either studies in animals have revealed adverse effects 
on the fetus (teratogenic or embryocidal or other) and 
there are no controlled studies in women, or studies 
in women and animals are not available. Drugs should 
be given only when the potential benefit justifies the 
potential risk to the fetus

D There is positive evidence of human fetal risk, but 
the benefits from use in pregnant women may be 
acceptable despite the risk (eg, if the drug is needed 
in a life-threatening situation or for a serious dis-
ease for which safer drugs cannot be used or are 
ineffective)

X Studies in animals or human beings have demon-
strated fetal abnormalities or there is evidence of fetal 
risk based on human experience or both, and the 
risk of the use of the drug in pregnant women clearly 
outweighs any possible benefit. The drug is contrain-
dicated in women who are or may become pregnant

∗Because of lack of definitive evidence for many drugs, many experts consider the 
A through X ranking system to be too simplistic and inaccurate; they prefer more 
detailed narrative descriptions of evidence available for each drug in question. See 
Pregnancy and Lactation Labeling Rule, text.

Trevor_Ch01_p001-p015.indd   9 7/13/18   6:00 PM



ML at the service of DD

• Neural Network
• Graph Theory
• Deep Learning
• Active Learning
• …
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ML Methods DD Applications

• Molecules Generation
• Molecule Synthesis
• Drug/Target affinity
• Molecule Pharmacokinetics
• Molecule Pharmacodynamics

Literature:
Vamathevan et al. Nat Rev Drug Discov (2019)
Chen et al. Drug Discovery Today (2018)
Bickerton et al. Nat Chem (2012)
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patient monitoring and wearable devices, enhance 
digital pathology imaging10 and extract high- content 
information from images at all levels of resolution.

Consequently, many pharmaceutical companies have 
begun to invest in resources, technologies and services to 
generate and curate data sets to support research in this 
area. Furthermore, technology giants such as IBM and 
Google, biotechnology start- ups and academic centres 
are not only providing cloud- based computation services 
but also working in the pharmaceutical and health- care 
space with industry partners. This Review provides an 
overview of current tools and techniques (the toolbox) 
used in ML, including deep neural nets, and an overview 
of progress so far in key pharmaceutical application areas.

The machine learning toolbox
Fundamentally, ML is the practice of using algorithms to 
parse data, learn from it and then make a determination 
or a prediction about the future state of any new data 
sets. So rather than hand- coding software routines with 
a specific set of instructions (pre- determined by the pro-
grammer) to accomplish a particular task, the machine 
is trained using large amounts of data and algorithms 
that give it the ability to learn how to perform the task. 
The programmer codes the algorithm used to train the 
network instead of coding expert rules.

The algorithms adaptively improve their perfor-
mance as the quantity and quality of data available for 
learning increase. Hence, ML is best applied to solve 
problems for which a large amount of data and several 
variables are at hand but a model or formula relating 
these is not known.

There are two main types of technique that are used 
to apply ML: supervised and unsupervised learning. 
Supervised learning methods are used to develop train-
ing models to predict future values of data categories or 

continuous variables, whereas unsupervised methods are 
used for exploratory purposes to develop models that 
enable clustering of the data in a way that is not speci-
fied by the user. Supervised learning trains a model on 
known input and output data relationships so that it can 
predict future outputs for new inputs. Future outputs are 
typically models or results for data classification or an 
understanding of the most influential variables (regres-
sion). The unsupervised learning technique identifies 
hidden patterns or intrinsic structures in the input data 
and uses these to cluster data in meaningful ways.

Model selection concepts. The aim of a good ML model 
is to generalize well from the training data to the test data 
at hand. Generalization refers to how well the concepts 
learned by the model apply to data not seen by the model 
during training. Within each technique, several meth-
ods exist (FIG. 2), which vary in their prediction accuracy, 
training speed and the number of variables they can han-
dle. Algorithms must be chosen carefully to ensure that 
they are suitable for the problem at hand and the amount 
and type of data available. The amount of parameter tun-
ing needed and how well the method separates signal 
from noise are also important considerations.

Model overfitting happens when the model learns not 
only the signal but also some of the unusual features of 
the training data and incorporates these into the model, 
with a resulting negative impact on the performance of 
the model on new data. Underfitting refers to a model 
that can neither model the training data nor generalize 
to new data. Typical ways to limit overfitting are to apply 
resampling methods or to hold back part of the training 
data to use as a validation data set. Regularization regres-
sion methods (such as Ridge, LASSO or elastic nets) add 
penalties to parameters as model complexity increases so 
that the model is forced to generalize the data and not 
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/ Target druggability predictions
/ Identification of alternative
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/ Compound synthesis
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drug–response signatures

/ Prediction of biomarkers
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Successful applications in drug discovery
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Fig. 1 | Machine learning applications in the drug discovery pipeline and their required data characteristics.  
Several successful applications of machine learning in various stages of the drug development pipeline in pharmaceutical 
companies have been published. However, within each data domain, there are still challenges related to the standard  
of data quality and data quantity needed to capitalize on the full potential of these methods for discovery. ADME, 
absorption, distribution, metabolism and excretion.

Graphical processing units
(GPUs). Processors designed to 
accelerate the rendering of 
graphics and that can handle 
tens of thousands of 
operations per cycle.

www.nature.com/nrd
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Vamathevan et al. Nat. Rev. Drug Discov. (2019)



From Outside to Inside
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From Outside to Inside
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Biological Environment

Pharmacokinetics: The actions of the body on the drug 
(ADME)

Pharmacodynamics: The actions of a drug on the body 



Drug/Target Binding
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Limongelli et al. PNAS (2013)
Tiwary, Limongelli et al. PNAS (2015)
Limongelli WIREs Comp Mol Sci (2020)
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⎞
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Limongelli WIREs Comput. Mol. Sci. (2020)
Gilson, Zhou.  Annu Rev Biophys Biomol Struct (2007)

* in case of competitive inhibitors

Drug/Target Binding
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Life is Dynamics

…including proteins and DNA
Limongelli et al., Angew. Chem. Int. Ed. (2013) Limongelli et al., PNAS (2010) 

Source: wikimedia commons 
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What if we neglect dynamics? 

:)

Life is Dynamics
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Life is Dynamics
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Drug/Target Interaction

protein( ligand(

Hydrogen)Bond)
Depends(on(the(distance(
and(orienta1on(of(H4bond(
donor(and(acceptor(groups(

protein( ligand(

Salt)Bridge)
Interac2on)

Depends(on(the(distance(
and(orienta1on(of(donor(
and(acceptor(groups(

protein( ligand(
Van)der)Waals)

interac2ons)(electron(
transfer((π�stacking(and(

T4shaped)(and(
hydrophobic)(

Ca2on7π 
interac2ons)

Between(po1vely(
charged(group(and(π

systems(

protein( ligand(

protein( ligand(

Metal)ions)
coordina2on)

protein( ligand(

Covalent)Binding)
irreversible(



15
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Drug/Target Interaction
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Interac(on*type* Energy*(kcal/mol)* Example*
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Drug/Target Interaction
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Atomistic Model

A force field estimates the potential energy of the system and how it 
changes related to different conformations (states)

The force constants and reference values (bond distance, angle, torsion, etc.) are 
based on similar data measured (computed) on small systems

The main approximation of FF is that from the equilibrium states of small systems we 
can derive information on equilibrium of large system

complexes, is classically modelled [29] as the sum of four parts:

Ep = Ebond + Enon�bond + Eangle + Edihedral (1)

This implies that Ep (1) cannot be described by only accounting for the interaction between pairs of atoms
(dependency on bond length, Ebond, and electrostatic interactions, Enon�bond). In fact, the potential energy
contains terms that account for angles, Eangle, and dihedrals Edihedral (i.e. the angle formed by two planes
defined by four atoms), which are determined by considering the interaction of three and four atoms, respec-
tively. As a result, common graph representations for molecules are not able to fully capture the structural
information required to describe the potential energy. Therefore, we decided to represent each molecule con-
formation as a hypergraph, with vertices representing atoms and hyperedges the various interactions among
them. Notably, |e| = 2 for bonds and two non-bonds relations, including Coulomb and Van der Waals
forces, |e| = 3 for angles between three atoms, and finally |e| = 4 for the dihedrals between planes formed
by four atoms. A hyperedge feature set of size five is chosen, which stores an encoding of the hyperedge
type and feature value. A vertex feature set of size two is chosen, which includes the mass and radius of the
corresponding atom (see Methods for details).

A thorough representation of the molecule should allow us to accurately reproduce the Boltzmann dis-
tribution associated to di↵erent states of the system. In fact, the probability of visiting a given state is
proportional to the energy associated with the state itself, following the formula:

⇢(x) =
!(x)e�Ex/kBT

Z
(2)

where ⇢ is a probability density function, ! is the number of states having energy Ex, kB is the Boltzmann
constant, T is the temperature and Z is the partition function for the system. In particular, the energy could
be seen as the work that must be applied to the system to displace the current state, and di↵erent states
can be compared and classified from a probability standpoint based on their energy value. In experimental
conditions (i.e., constant pressure and temperature), the energy that a system can exert is defined by the
Gibbs free energy (G) and measuring di↵erences in free-energy, �G, allows us to recognize which states -
conformations in our case - are more favourable than others. For this reason, we are interested in obtaining
an estimate of the free-energy di↵erence, which contains the potential energy Ep but is not limited to that.
A very well-known definition of the free energy is the following:

�G = �H � T�S

= �U � T�S
(3)

where the di↵erence in enthalpy (�H) can be approximated by the di↵erence in internal energy (�U) in an
isobaric and reversible process. In turn, �U represents the di↵erence in potential energy measured in two
di↵erent states of the system, which can be obtained by the Ep computed in (1). The entropic contribution
(�S) to the free-energy is di�cult and computationally expensive to obtain, while the potential energy is
relatively easy to obtain through simulations even for large systems. In addition, when computing relative
free-energy di↵erences between states in unimolecular systems, the relative entropic di↵erence is significantly
smaller and can be reasonably neglected.

Accordingly, our goal is to embed the potential energy in the proposed hypergraph representation of
molecules, and then estimate relative free-energies by inputting such representations to a neural network
model that implements (3) as a black-box.

In the transfer learning setting taken into account here, both the molecule representation and the pro-
cessing system need to manage two di↵erently sized molecular systems. Hypergraphs naturally account for
this aspect by considering a variable number of vertices and hyperedges. However, neural network models
capable to make global predictions on variable-size hypergraphs are not available in the literature. Therefore,
we designed a novel message passing layer that can process hypergraph-structured data of variable size, and
a novel pooling layer to aggregate the information of variable-size conformations, making predictions related
to their free-energy landscapes (see Methods for details). The developed model was tested on two systems of
di↵erent complexity, the tri-alanine and decalanine, and the results are described in the following sections.

4
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Molecular Dynamics (MD)

• We can induce motion to explore the phase space

• Molecular dynamics methods (MD) use the Newton’s equation of 
motion to accelerate atoms

• These are deterministic approaches that provide a trajectory of the 
system evolution

• MD can be used for a wide range of applications (system stability, 
calculation of the thermodynamics and kinetics, protein flexibility, 
protein/DNA folding, ligand/protein binding, material science etc.)
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MD algorithm

• Initialise system

- Ensure particles do not overlap in initial positions (can use 
lattice)

- Randomly assign velocities

• Move and integrate

Leapfrog algorithm

{r(t), v(t)} 

{r(t+Δt), v(t+Δt)} 
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MD algorithm

Limongelli and co. J Med Chem (2014)

Limitations:  
• time scale accessible (sampling issue)
• accuracy of atomistic force fields 
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Dimensionality Reduction

It is possible to describe a physical/chemical process in terms of a small 
number of coarse descriptors of the system: 

Dimensional reduction

It is often possible to describe a physical/chemical process in 
terms of a small number of coarse descriptors of the system:

Key quantity of thermodynamics is the free energy as a function 
of these variables:
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F (S) =
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Canonical ensemble

Zwanzig Phys Rev (1961)
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Dimensionality Reduction

How to estimate a free energy difference if we never see a transition?

How can we estimate a free energy difference if we never see a 
transition?

likely unlikely likely

Rare events simplified

How can we estimate a free energy difference if we never see a 
transition?

likely unlikely likely

Rare events simplified
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Biased Sampling

The idea is to add a bias potential that acts on the collective variables: 
The idea is to add a bias potential that acts on the collective 
variables:

In this biased ensemble the free energy becomes:
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R
dR �(S� S(R)) e��[U(R)+V (S(R))]

R
dR e��[U(R)+V (S(R))]

F 0(S) = � 1

�
lnP 0(S) + C

which leads to:
F 0(S) = F (S) + V (S)
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initial rate rate decreases as 
exp(-V/ΔT)

MetaD Potential

Δ

F (s, t) = −

T +∆T

∆T
V (s, t), (1)

Classical MD Metadynamics

The Sampling Issue
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�G0
b = � 1

�
ln(C0 Kb) , (2)

Protein/Ligand Binding

`
Funnel metadynamics as accurate binding
free-energy method
Vittorio Limongellia,1, Massimiliano Bonomib, and Michele Parrinelloc,d,1

aDepartment of Pharmacy, University of Naples Federico II, I-80131 Naples, Italy; bDepartment of Bioengineering and Therapeutic Sciences, and California
Institute of Quantitative Biosciences, University of California, San Francisco, CA 94158; cDepartment of Chemistry and Applied Biosciences, Eidgenössiche
Technische Hochschule (ETH), 8006 Zürich, Switzerland; and dFacoltà di Informatica, Istituto di Scienze Computazionali, Università della Svizzera Italiana,
CH-6900 Lugano, Switzerland

Contributed by Michele Parrinello, March 7, 2013 (sent for review December 20, 2012)

A detailed description of the events ruling ligand/protein interac-
tion and an accurate estimation of the drug affinity to its target is
of great help in speeding drug discovery strategies. We have de-
veloped a metadynamics-based approach, named funnel metady-
namics, that allows the ligand to enhance the sampling of the target
binding sites and its solvated states. This method leads to an effi-
cient characterization of the binding free-energy surface and an
accurate calculation of the absolute protein–ligand binding free
energy. We illustrate our protocol in two systems, benzamidine/
trypsin and SC-558/cyclooxygenase 2. In both cases, the X-ray con-
formation has been found as the lowest free-energy pose, and the
computed protein–ligand binding free energy in good agreement
with experiments. Furthermore, funnel metadynamics unveils im-
portant information about the binding process, such as the presence
of alternative binding modes and the role of waters. The results
achieved at an affordable computational cost make funnel meta-
dynamics a valuable method for drug discovery and for dealing with
a variety of problems in chemistry, physics, and material science.

enhanced sampling | protein/ligand binding | ligand docking

Studying the molecular interactions between a drug and its
target helps in understanding the target functional mechanism

and offers the possibility for exogenous control of its physiological
activity. In recent years, a vast experimental and computational
effort has revealed in ever-more-precise detail the ligand/target
recognition mechanism (1, 2). In this context, an accurate estima-
tion of the ligand-binding affinity is in great demand because it
would facilitate many steps of the drug discovery pipeline, such as
structure-based drug design and lead optimization; this is not,
however, a simple task. In fact, an accurate estimation of the
binding affinity or, equivalently, the absolute protein–ligand bind-
ing free energy, requires an accurate description of the ligand/
protein interactions, their flexibility, and the solvation process.
Many methods have been proposed to tackle this problem. For
instance, docking protocols are widely used to generate and rank
candidate poses based on empirical scoring functions, either
physically or statistically based (3–5). These techniques have been
proven to be highly efficient in screening a large number of com-
pounds in a short time (6); this, however, at the price of limited
accuracy in estimating affinities (7).
Alternatively, a variety of methods to describe ligand/protein

interactions in a more accurate way at higher computational cost
have been proposed. These techniques can be grouped in two
categories: (i) endpoint and (ii) pathway methods. The former
group is composed of those techniques that sample ligand and
protein in unbound and bound states and compute the protein–
ligand binding free energy by taking the difference between the
absolute free energy of these two states. Examples include mi-
croscopic linear response approximation (8), linear interaction
energy (9, 10), protein dipoles Langevin dipoles (11), as well as
molecular mechanics Poisson–Boltzmann surface area, and gen-
eralized Born surface area (12).
At variance with endpoint methods, in pathway methods, the

ligand is gradually separated from the protein. The binding free

energy is then obtained by summing different contributions
coming from a discretized path that connects the initial and final
state. This class includes methods in which the ligand/protein
interactions are gradually switched off, such as thermodynamic
integration (13), free-energy perturbation (14, 15), double-
decoupling method (16), and double-annihilation method (17).
Techniques such as steered molecular dynamics (SMD) (18) and
umbrella sampling (19), where the ligand and the protein are
physically separated from each other, also belong to this group.
While in SMD, the ligand is dragged out from the protein using a
moving restraining potential, in umbrella sampling, the path from
the bound to the unbound state is divided in a finite number of
windows, which are independently sampled.
Though these methods have been successfully used to compute

the ligand binding free energy in many cases (20–22), the re-
quirement of knowing in advance the bindingmode hampers amore
general applicability. The intensity of the efforts in developing these
methods reflects both the great potential of these calculations and
their difficulties. In particular, the difficulties arise mainly from the
fact that the ligand/protein binding process is a rare event, difficult
to sample with standard techniques such as molecular dynamics
(MD). Even the most ambitious efforts in this direction, though
revealing precious details of the binding process (23, 24), have not
been able to determine accurately the binding energy. To achieve
this result, the use of enhanced sampling methods is mandatory.
Among the emerging techniques, metadynamics (25) has proven

to be very useful in studying long-timescale processes (26, 27), par-
ticularly in complex ligand/protein binding cases (28–30). Metady-
namics works by adding an external history-dependent potential that
acts on few degrees of freedom, named collective variables (CVs). In
such a way, the sampling is accelerated, and the free-energy surface
(FES) of the process can be calculated from the added potential.
Unfortunately, only a qualitative estimation of the protein–ligand
binding free energy could be obtained for the binding processes
studied so far (28, 31). In fact, once the ligand leaves the binding
pocket, it has difficulty finding its way back, and starts exploring all of
the possible solvated states. These conformations represent a vast
part of the configuration space that cannot be sampled thoroughly in
a limited computation time. Therefore, once out, the ligand does not
again find the binding site, and multiple binding/unbinding events,
which are the key to an accurate determination of the binding free
energy in metadynamics, cannot be observed.
Here, we present a metadynamics-based approach, named

funnel metadynamics (FM), which overcomes all these limi-
tations and allows an accurate estimation of the absolute

Author contributions: V.L., M.B., and M.P. designed research; V.L. performed research;
V.L., M.B., and M.P. contributed new reagents/analytic tools; V.L., M.B., and M.P. analyzed
data; and V.L., M.B., and M.P. wrote the paper.

The authors declare no conflict of interest.
1To whom correspondence may be addressed. E-mail: vittoriolimongelli@gmail.com or
parrinello@phys.chem.ethz.ch.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1303186110/-/DCSupplemental.

www.pnas.org/cgi/doi/10.1073/pnas.1303186110 PNAS Early Edition | 1 of 6

BI
O
PH

YS
IC
S
A
N
D

CO
M
PU

TA
TI
O
N
A
L
BI
O
LO

G
Y

CH
EM

IS
TR

Y

2013



26

potential of the 
bound state

potential of the 
unbound state

Su is equal to 
πRcyl2

ΔGsite is equal to 0

*

* Allen et al., PNAS (2004); Roux et al., J. Chem. Phys. (2008)
Free Energy difference 
between the bound and 

unbound state** Limongelli, Bonomi & Parrinello, PNAS (2013) 

**

Kb = e��Gsite

Z

site

dz e��[W (z)�Wref ] Su . (1)

�G0
b = � 1

�
ln(C0 Kb) , (2)

�G0
b = �G� 1

�
ln(⇡R2

cylC
0) , (3)

Analytical correctionReferences:

Funnel-Metadynamics (FM)
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Funnel-Metadynamics code available on my website and GitHub:
https://sites.google.com/site/vittoriolimongelli/home 

Trypsin/Benzamidine Binding with FM

https://sites.google.com/site/vittoriolimongelli/home
https://sites.google.com/site/vittoriolimongelli/home
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Bound Unbound

ΔGb
0 = −8.5 ± 0.7 kcal/mol 

*Talhout et al., Eur. J. Bochem. (2001)
  Doudou et al., JCTC (2009) 

Previous estimates −5.5 to −9.0 kcal/mol*

�G0
b = �G� 1

�
ln(⇡R2

cylC
0) , (3)

G(A)-G(C) = - 12.3 kcal/mol

3.8 kcal/mol

Ligand Binding Free Energy

Limongelli, Bonomi & Parrinello, PNAS (2013) 

Limongelli et al. PNAS (2010)
Limongelli et al. PNAS (2012)
Grazioso, Limongelli et al. JACS (2012)

Further Reading:
Raniolo & Limongelli Nature Protolos (2020)
Limongelli and co. PNAS (2017)
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and decoder networks;19 the net result is that the VAE tends
to arrive at a learned low-dimensional latent variable repre-
sentation that can indeed capture the data’s main features. In
the context of this work, the latent variable representation will
describe a low-dimensional manifold for the molecular simula-
tion trajectories within the configuration space. The approach
that we take with the VAE, unlike other recent studies using
traditional or variational autoencoder methods for enhanced
sampling,12–14,16 focuses on obtaining a high resolution map-
ping of the original molecular simulation data into its correct
probability distribution along the latent space. It is this focus
on the probability distribution and not on the latent variable
itself that makes it unique among recent deep learning based
enhanced sampling methods. Such an approach is inspired in
part on some remarkable recent work on the Ising model, where
the VAE framework was found to be capable of automati-
cally learning both the block spin structure and also associated
probability distributions, in the process recovering the find-
ings commonly associated with the landmark renormalization
group theory.20

2. Neural network architecture

It is important when using the VAE framework to make
sure that the neural network architecture is suitable to the
problem at hand. Since neural networks can be thought of
as parametric function approximation machines, suitable neu-
ral network architectures amount to choosing an appropriate
parameter space within which to learn a good function approx-
imation. While approaches have been proposed to systemati-
cally optimize the network architecture,14 in general it remains
the case that the choice of the neural network architecture is
still the result of a great deal of trial and error. We provide
in Fig. 1 a brief schematic illustration of some parameters for
both the encoder and decoder used in the work here, while a
more detailed breakdown of the neural network architecture is
provided below.

1. Input layer: The molecular dynamics (MD) trajecto-
ries, which for the two model potentials consists of
200 000 2-dimensional datapoints, while for the problem

of fullerene unbinding consists of s6000 3-dimensional
datapoints.

2. Encoder hidden layers: These first map each input MD
datapoint into a sequence of three 512-dimensional vec-
tors via the transformations (�(A3(�(A2(�(A1x + b1))
+ b2)) + b3)), where � is the “exponential linear unit”
(ELU).21 These then map the resulting 512-dimensional
vector into two 1-dimensional parameters of a Gaus-
sian distribution, the mean and variance, via the linear
transformation A4h3 + b4.

3. Decoder hidden layers: These first map a 1-dimensional
latent variable, drawn from a Gaussian distribution using
the parameters above, into a sequence of three 512-
dimensional vectors via the analogous transformations
(�(A7(�(A6(�(A5z + b5)) + b6)) + b7)), with � the ELU
function. These then map the resulting 512-dimensional
vector into the space of the original MD dataset via
the transformation �(A8h7 + b8), where � is either the
sigmoid or tanh functions.

The implementation and training of the neural network
just described was done using a high level deep learning library
named Keras.22 The optimization algorithm that we have used
during training was the RMSprop, a variation of the stochas-
tic gradient descent, with a learning rate of 0.005. All other
parameters were left at their default values as implemented in
Keras. Training was performed for 100 epochs except in the
later rounds of the fullerene unbinding work due to the rather
large weights from the biased simulations forcing the training
to be over a longer period of time.

B. Reweighted autoencoded variational Bayes
for enhanced sampling (RAVE)

We now proceed to describe RAVE, which will seek to
leverage the learned distribution about the latent variable in
order to directly bias the potential and penalize the occurrence
of states with high probabilities, without resorting to previous
enhanced sampling techniques. It is this penalizing feature
that will enable us to sample distinct landscape minima that
are otherwise difficult to reach using conventional algorithms.
Although our description of RAVE will focus on using it on

FIG. 1. A generic schematic illustration of the variational autoencoder model that also highlights the depth and width parameters of the deep neural networks
specific to our work. The encoder neural network, in orange, maps a two-dimensional input into three sequential 512-dimensional vectors with the goal of learning
two one-dimensional latent variable parameters of a Gaussian distribution, zmean and zvariance. The decoder neural network, in blue, maps a one-dimensional latent
variable zsample taken from a Gaussian distribution into three sequential 512-dimensional vectors with the goal of reconstructing the original two-dimensional
input. Please note that for the fullerene unbinding example both the input and output dimensions are three.
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latent variable representation for the RC as well as its prob-
ability distribution. Because such latent variable represen-
tations to the RC are devoid of physical interpretation, the
method proceeds to locate an optimum but nonetheless phys-
ically interpretable RC from among a set of trial RCs via
minimization of a suitably defined Kullback-Leibler (KL)
divergence metric, also known as the relative entropy. Such
an interpretable RC identified together with its distribution
sampled from the molecular simulation then serves as the
biasing protocol for the subsequent rounds of simulations,
which are once again combined with the deep learning mod-
ule but with the proper weighting accounting for the biased
nature of the simulation—hence the name reweighted autoen-
coded variational Bayes for enhanced sampling (RAVE).
The KL divergence or relative entropy has been previously
used in the enhanced sampling community, albeit not in
the context of leveraging deep learning. See, for example,
Refs. 6–9.

It has come to our attention that in addition to some less
recent work using neural networks to enhance fluctuations
along a RC,10,11 several other interesting enhanced sampling
methods using deep learning techniques have become avail-
able in the recent literature during the preparation of this
manuscript.12–16 RAVE differs from these interesting method-
ologies in several respects. An important difference is that the
recent methods continue to sample the RC distribution using an
existing enhanced sampling approach, while RAVE is indepen-
dent of previous methods. Another crucial distinction is that
while the methods in the literature continue to separate the
biasing protocol into two steps, RAVE simultaneously iden-
tifies the RC as well as its unbiased probability distribution.
Such simultaneous identification is not a question of simple
aesthetics, but it also allows RAVE to deal with the spuri-
ous local minima solutions to deep learning in a simple and
coherent manner. This, in effect, provides a way to filter out
the enhanced sampling results stemming from the mislead-
ing solutions. In this proof-of-concept paper, we summarize
the main ideas behind RAVE and, in addition, demonstrate its
usefulness on several model systems, including two analytical
potentials as well as a hydrophobic buckyball-substrate sys-
tem in explicit water. All these systems have extremely high
barriers (between 5 kBT and 30 kBT ), and using RAVE, we
demonstrate how we can obtain near-ergodic sampling and
converged free energy profiles both accurately and efficiently.
We conclude with a discussion of future directions as well as
the challenges we see ahead.

II. THEORY
A. Variational autoencoder
1. Overview

RAVE makes use of the variational autoencoder (VAE)
framework in order to model the molecular dynamics (MD)
trajectories. The theoretical foundation of the VAE is dis-
tinct from that of a traditional autoencoder,17–19 which is
the most prevalent deep learning framework used thus far
in enhanced sampling methods.12–14 The VAE is a specific
approach within the family of variational Bayesian methods

to modeling data generation, which is based upon the idea
that the generative process consists of sampling from a prior
distribution over a hidden latent space as well as from the
likelihood

p(x) = p(x|z)p(z). (1)

In Eq. (1), p(x) is the generative model for the data x, while
p(z) is the prior over the hidden latent space and p(x|z)
is the likelihood. Notice that we have chosen to label the
random variable representing the original high-dimensional
datapoints as a vector, x, while the latent variable z is left
as a 1-dimensional random variable in order to reflect the
restriction in this work that the latent variable representation
to the RC be 1-dimensional. It is straightforward to gen-
eralize this restriction, and it will be the subject of future
work.

Although as a generative model, it suffices to have p(z)
and p(x|z), as is clear from Eq. (1), the VAE does begin to
resemble a traditional autoencoder since in order to train the
VAE one first introduces a recognition model, q(z |x), in order
to map the initial datapoints into the generative latent vari-
able.17,18 The reason is that the actual VAE training objective
(i.e., learning process), in practice, consists of maximizing a
variational lower bound to the data’s distribution and not the
distribution itself,17–19

L = Ez⇠q(z |x) log p(x|z) �DKL(q(z |x)|| p(z))  log p(x). (2)

In Eq. (2), Ez⇠q(z |x) denotes the expectation value of the
likelihood when the latent variable is drawn from the
recognition model, while DKL denotes the Kullback-Leibler
divergence between the recognition model and the prior
distribution. It is the training objective in Eq. (2) that allows
us to think of the VAE as being comprised of an encoder,
q(z |x), mapping the original high-dimensional data into its
low-dimensional latent space representation and a decoder,
p(x|z), mapping such a latent variable representation back
into the original dataspace. The implementation of both the
encoder and decoder within the VAE framework is done with
the use of deep neural networks,17 which are a sequence of
linear transformations that are passed through a non-linear
function,19

Z = �n(An . . . (�2(A2(�1(A1X + b1)) + b2)) . . . + bn). (3)

Equation (3) describes an encoder mapping an entire dataset
X into a set of points in latent space Z via several matri-
ces of coefficients Ai, the vectors of coefficients bi, and the
non-linear functions �i through which the ith round of linear
transformation is passed. Notice in addition that the depth of
the neural network above is n, a user-defined feature represent-
ing the number of linear and non-linear combinations through
which the data is passed. VAE decoders are implemented in
an analogous fashion to Eq. (3).

For the purpose of the work presented here, we have
chosen the VAE framework due to its aptness for learning
reliable low-dimensional latent variable representations that
can nonetheless capture the important features in the original
data.19 In order to understand this, recall that in Eq. (2) the
variational lower bound L contains both an encoding and a
decoding term: Maximization of L via an optimization algo-
rithm will thus involve simultaneous learning of the encoder
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FIG. 2. A flowchart illustrating RAVE.

top of MD simulations, keep in mind that it could be applied
with Monte Carlo simulations as well. Notice that in Fig. 2 a
flowchart summarizing the method is provided. As can be seen
from Fig. 2, RAVE is initiated by running of a short MD simu-
lation, which for a realistic system with barriers�kBT means
that the simulation will likely remain trapped in its initial state.
Feeding the data from this unbiased MD simulation into the
VAE, the deep neural network learns a concise 1-dimensional
latent space z within which the higher dimensional MD tra-
jectory is embedded, as well as the probability distribution
along this space. However, while the latent space definition
from the VAE is a continuous and differentiable function of
the original input variables, it lacks a clear physical inter-
pretation. Here, then, the emphasis is shifted from the latent
space definition itself to its probability distribution. RAVE,

after the VAE step generating the latent variable distribution,
P(z), screens through various linear and in principle non-linear
combinations of input order parameters that are user built from
experimental data and/or chemical intuition so as to determine
a RC � defined as the order parameter whose distribution as
sampled in the input MD trajectory is closest to the one learnt
from the VAE. Although the trial RCs in the current work are
restricted to being of the form c1x1 + c2x2 + · · · + cN xN under
the constraint that

P
i c2

i = 1, as mentioned above, more com-
plicated non-linear combinations can also be used. RAVE uses
the Kullback-Leibler divergence metric as a measure of this
resemblance between the two probabilities, which is defined as
follows:

DKL(P(z)| |P(�)) =
X

i

Pu(zi) log
Pu(zi)
Pu(�i)

. (4)

In Eq. (4), Pu(z) is the unbiased distribution stemming from the
VAE, Pu(�) is the unbiased distribution resulting from the pro-
jection of the MD data onto the combinations of input order
parameters, and the summation i is over the 1-dimensional
gridded spaces z and � that have been both normalized and
discretized to the same number of bins. It was found for
the purposes of the work presented here that discretizing
the reduced-dimensional representations z and � to 100 bins
was sufficient—although when a proper distribution about
the latent variable is learned, the candidate RCs that are not
suitable to enhance sampling in the simulations have such dis-
tinct qualitative features that adequate RCs can be identified
even when the gridded space is coarser. The Pu(�) minimiz-
ing Eq. (4) identifies the RC � given the current amount of
sampling. It is important to reiterate at this point that the dis-
tribution projected onto several of the candidate RCs can often
be quite similar to each other such that their associated KL
divergence values are close or such that slight variations in the
VAE learned latent variable distribution from different runs
can rearrange the ordering of their KL divergence values. The
observation of several similar projected distributions in fact
implies the well-known characteristic of enhanced sampling
that several different order parameters can be successful in
enhancing the sampling in an MD simulation. What this means
in the context of RAVE is that successful enhanced sampling
can be achieved when it discards the bad RCs via minimiza-
tion of Eq. (4) regardless of which of the several good RCs it
happens to choose. It is this idea in fact that lies at the heart
of RAVE and its focus on the probabilities along the reduced-
dimensional representations as opposed to the representations
themselves: Narrow the set of trial RCs to families of functions
that are interpretable and intuitive but that are also capable of
enhancing the sampling in MD simulations, and within that
set, RAVE will discard the bad ones incapable of aiding the
MD simulation. In the case that none of the available RCs is
capable of enhancing the sampling in the simulation then more
complicated non-linear families of RCs need to be introduced
into the set.

Now that both the RC � and the distribution about it have
been identified, RAVE proceeds to use the probability distri-
bution to construct the bias, Vbias(�), for a next round of MD
simulation, which is defined as follows:

Vbias(�) = kBT log Pu(�) = kBT logh�(� � �(t))i, (5)
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Figure 1: Transfer learning pipeline. The top part of the figure represents the training of the neural network
model, where the hypergraph representation of the molecules used for training (e.g. examples of the tri-
alanine system) are passed through hypergraph message passing layers to obtain hidden representations.
Such representations are further processed by a pooling layer to output the probability of the input being a
low energy state. The bottom part of the figure describes the transfer learning process, where the trained
model is used to process examples of the target system (e.g. the deca-alanine system) and make predictions
accordingly.

protein-ligand complexes), marking a significant advance in the field of molecular simulations.

2 Results

2.1 Molecular representation and processing

The very first challenge in employing ML to study molecular systems is to develop a reliable molecular repre-
sentation that is amenable to processing via ML algorithms. Two important properties that are desirable for
molecule representations are uniqueness and invertibility [16]. Uniqueness means that each molecular struc-
ture is associated with a single representation; invertibility means that each representation is associated with
a single molecule, hence giving rise to a one-to-one mapping. Most representations used for molecular gener-
ation are invertible, but some are not unique [12, 13, 48, 49]. There are several reasons for non-uniqueness,
including the representation not being invariant to the underlying physical symmetries of rotation, trans-
lation, and permutation of atomic indexes. While machine learning algorithms may be directly applied on
physical 3D coordinates of atoms, it is preferable removing invariances by creating a more compact repre-
sentation (removing degrees of freedom) and develop a unique representation for each molecule based on
internal coordinates only. This is possible by resorting to hypergaph-based neural networks. Although the
literature already contains a few methods based on neural networks for processing hypergraphs [2, 17, 20, 63]
and simplicial complexes [6], such methods have some restrictions – e.g. they assume scalars as features for
hyperedges – and therefore they are not suitable for the hypergraph representation of molecules introduced
here.

Moreover, to be e↵ective for the task at hand, the representation needs to encode both structural data and
all relevant chemico-physical properties of the system under investigation. For instance, the potential energy
Ep of a structure [26], a fundamental physical quantity to compute the binding free-energy of molecular
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Hypergraph H(V,E,X,W)

Formally, a hypergraph H(V,E,X,W ) represents a conformation (state) of a molecule, with V being
the set of all vertices (corresponding to the atoms of the molecule) and E the set of hyperedges, modeling
higher-order interactions, i.e., interactions between two or more vertices. Note that E ⇢ P(V ), where P(V )
is the power set of V , i.e., the set of all possible subsets of atoms. We consider only the following four
interactions: bonds and non-bonds binary relations (|e| = 2), angles (|e| = 3), and dihedrals (|e| = 4). X

is a matrix containing atom features, including atomic number and p-charge. Matrix W 2 R|E|⇥5 contains
features of the hyperedges. Notably,

Wi =

2

66664

1 if ei is a bond, 0 otherwise
Coulomb force if ei denotes a Coulomb interaction, 0 otherwise

Van der Waals force if ei denotes Van der Waals interaction, 0 otherwise
angle between three atoms if |e| = 3, 0 otherwise
dihedral between four atoms if |e| = 4, 0 otherwise

3

77775
(4)

The structure of hypergraphs are represented through two matrices: a binary incident matrix B 2
R|E|⇥|V |

Bij =

(
1 vj 2 ei

0 otherwise
(5)

and an adjacency list H 2 R|E|⇥2, such that Hi =< i, j > indicates that vj 2 ei.

4.3 Hypergraph message passing neural network

We design a novel message passing neural network capable to process hypergraph-structured data. The
proposed model performs a series of message passing operations on the input hypergraph followed by pooling
layers to calculate a function over the whole input hypergraph. Similarly to message passing schemes in
graph neural networks [18], the use of message passing operations allows to significantly reduce the number
of learnable parameters, which, in turn, decreases the bias and the required amount of data for training.

The proposed message passing layer for hypergraphs employs sigmoid activation functions and performs
sum aggregation. The nodes prepare a message through a linear function followed by a sigmoid activation
that is sent to their hyperedges, which are then aggregated and combined with the hyperedge’s features and
sent back to the nodes. Finally, both the nodes and hyperedges update their internal representation. These
operations are formalized as follows:

Mv = fv(X
(t)
v ) (6)

W
(t+1)
e = gw(W

(t)
e ,

X

v2e

Mv) (7)

Me = fw(W
(t)
e ,

X

v2e

Mv) (8)

X
(t+1)
v = gv(X

(t)
v ,

X

e,v2e

Me) (9)

X
(t)
v is the representation of vertex v at layer t, W (t)

e is the representation of hyperedge e at layer t, fv and
fw are vertex and hyperedge messaging functions, respectively, both of which are sigmoidal functions, gv
and gw are vertex and hyperedge updating functions, respectively. The updating functions apply a linear
transformation L(x) to the current representation x and add it to the incoming message m, i.e.,

g(x,m) = L(x) +m (10)

The final output is the learned representation by the current layer.
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proposed model performs a series of message passing operations on the input hypergraph followed by pooling
layers to calculate a function over the whole input hypergraph. Similarly to message passing schemes in
graph neural networks [18], the use of message passing operations allows to significantly reduce the number
of learnable parameters, which, in turn, decreases the bias and the required amount of data for training.

The proposed message passing layer for hypergraphs employs sigmoid activation functions and performs
sum aggregation. The nodes prepare a message through a linear function followed by a sigmoid activation
that is sent to their hyperedges, which are then aggregated and combined with the hyperedge’s features and
sent back to the nodes. Finally, both the nodes and hyperedges update their internal representation. These
operations are formalized as follows:

Mv = fv(X
(t)
v ) (6)

W
(t+1)
e = gw(W

(t)
e ,

X

v2e

Mv) (7)

Me = fw(W
(t)
e ,

X

v2e

Mv) (8)

X
(t+1)
v = gv(X

(t)
v ,

X

e,v2e

Me) (9)

X
(t)
v is the representation of vertex v at layer t, W (t)

e is the representation of hyperedge e at layer t, fv and
fw are vertex and hyperedge messaging functions, respectively, both of which are sigmoidal functions, gv
and gw are vertex and hyperedge updating functions, respectively. The updating functions apply a linear
transformation L(x) to the current representation x and add it to the incoming message m, i.e.,

g(x,m) = L(x) +m (10)

The final output is the learned representation by the current layer.
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Hypergraph message passing NNFormally, for each target conformation observed during training, we construct a vector Di such that the
jth entry is the jth feature of the related hypergraph. Stacking Di gives us a matrix, D. We calculate the
principal axes of D through their right singular vectors (eigenvectors of AT

A), and sum them, obtaining the
representative rD for the target system. We note that rD represents an approximation of the variance of the
target distribution.

The loss function used during training reads:

BinaryCrossEntropyLoss + l2 +TargetLoss (11)

where l2 is the l2 normalization of the learnable weights, the binary cross entropy loss is defined as

1

|N |

NX

i=1

yilog(p(yi)) + (1� yi)log(1� p(yi)) (12)

The target loss term refers to the extra regularization on the target distribution:

kHMPNN2(HMPNN1(rD,W1),W2)k2 (13)

where HMPNNi denotes the i-th message passing layer (without loosing generality, we assume there are two
layers, although this can be generalized to any number of layers) for hypergraphs with weights Wi, and rD

is the representative defined as above.

4.6 Unsupervised secondary structure recognition

Due to a lack for ground truth for the deca-alanine free-energy landscape, we perform an additional test to
validate the result of transfer learning. This test uses the trained HNN model to perform an unsupervised
secondary structure recognition, appraising whether the HNN model is able to learn the secondary structures
of the target system in a transfer learning setting.

We make the assumption that similar secondary structures of the target system have similar free-energy
values, and that such similarities can be captured by relying only on the information of the source system
used during training. To test the validity of our assumption, we collect all predicted free-energy values
for the structures in the various clusters, and compare their distributions with statistical tests to check for
significant di↵erences. Notably, we used the Wilcoxon signed rank test [47] to check if the distributions
underlying the prediction values are significantly di↵erent or not. If the distributions are di↵erent according
with a prescribed threshold (p < 0.01), then we say that the model predictions for the two clusters are in
disagreement (or, more simply, are significantly di↵erent).
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Loss function

Figure 1: Transfer learning pipeline. The top part of the figure represents the training of the neural network
model, where the hypergraph representation of the molecules used for training (e.g. examples of the tri-
alanine system) are passed through hypergraph message passing layers to obtain hidden representations.
Such representations are further processed by a pooling layer to output the probability of the input being a
low energy state. The bottom part of the figure describes the transfer learning process, where the trained
model is used to process examples of the target system (e.g. the deca-alanine system) and make predictions
accordingly.

protein-ligand complexes), marking a significant advance in the field of molecular simulations.

2 Results

2.1 Molecular representation and processing

The very first challenge in employing ML to study molecular systems is to develop a reliable molecular repre-
sentation that is amenable to processing via ML algorithms. Two important properties that are desirable for
molecule representations are uniqueness and invertibility [16]. Uniqueness means that each molecular struc-
ture is associated with a single representation; invertibility means that each representation is associated with
a single molecule, hence giving rise to a one-to-one mapping. Most representations used for molecular gener-
ation are invertible, but some are not unique [12, 13, 48, 49]. There are several reasons for non-uniqueness,
including the representation not being invariant to the underlying physical symmetries of rotation, trans-
lation, and permutation of atomic indexes. While machine learning algorithms may be directly applied on
physical 3D coordinates of atoms, it is preferable removing invariances by creating a more compact repre-
sentation (removing degrees of freedom) and develop a unique representation for each molecule based on
internal coordinates only. This is possible by resorting to hypergaph-based neural networks. Although the
literature already contains a few methods based on neural networks for processing hypergraphs [2, 17, 20, 63]
and simplicial complexes [6], such methods have some restrictions – e.g. they assume scalars as features for
hyperedges – and therefore they are not suitable for the hypergraph representation of molecules introduced
here.

Moreover, to be e↵ective for the task at hand, the representation needs to encode both structural data and
all relevant chemico-physical properties of the system under investigation. For instance, the potential energy
Ep of a structure [26], a fundamental physical quantity to compute the binding free-energy of molecular
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Low and high energy states of deca-alanine

A

B D

C

Figure 4: Deca-alanine in ↵-helix (A), hairpin (B), poly-proline (C), and unfolded (D) conformation. Atoms
are colored by element (i.e., hydrogen in white, carbon in tan, nitrogen in blue, and oxygen in red), the
secondary structure is represented by transparent ribbons, and h-bonds are showed in cyan, whenever they
are relevant.

Table 1: Classification results for decalanine with di↵erent thresholds.

Threshold Precision ( tp
tp+fp ) Recall ( tp

tp+fn )

Low  0.45 0.956 0.836
High>0.45 0.979 0.624

Low  0.5 0.923 0.950
High>0.5 0.921 0.880

Low  0.55 0.907 0.999
High > 0.55 0.877 0.894

2.3.2 Secondary structure recognition

Obtaining a converged free-energy calculation and the identification of low energy states as a ground truth for
deca-alanine is not trivial, like in most real molecular systems. For this reason, we reproduced the condition
of daily practice when an incomplete sampling of the deca-alanine phase space was obtained and employed
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Figure 5: Free-energy surface for tri-alanine. The absolute minimum in the plot corresponds to the poly-
proline-like conformation, which is not the preferred conformation in the case of deca-alanine represented in
the upper left corner.

(a) A sample conformation of
tri-alanine

(b) A sample conformation of
deca-alanine

(c) ROC and AUC (0.92) for low/high state classifi-
cation of deca-alanine system.

Figure 6: Molecules (a, b) used in training and testing of the model along with its ROC and AUC (c).

the structures generated by the simulations to challenge the HNN model in recognizing di↵erent secondary
structures in an unsupervised way. Methodological aspects are discussed in Section 4.6.

The deca-alanine states generated by the atomistic simulations can be clustered in ten conformational
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the structures generated by the simulations to challenge the HNN model in recognizing di↵erent secondary
structures in an unsupervised way. Methodological aspects are discussed in Section 4.6.

The deca-alanine states generated by the atomistic simulations can be clustered in ten conformational
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families based on the RMSD of the alanine backbone atoms. Figure 7 shows the representation of the ten
clusters together with the distribution of their � and  angles in a 3D Ramachandran plot. It is important
to note that HNN is not aware of and do not use the RMSD-based clustering information. Then, additional
structures were generated from the ten most populated clusters by means of standard MD simulations. In
particular, each cluster representative has been simulated with a constraint on the RMSD of its backbone to
produce 1000 new sample structures distributed around the representative itself, reaching a total of 10000
structures.

Figure 7: Ramachandran plot for a distribution of 1000 structures per cluster, which have been divided with
respect to their family. A structural representation is also o↵ered to show the di↵erent conformations of
deca-alanine.

The ten di↵erent clusters - with numerical identifiers going from 0 to 9 - can be grouped in three distinct
families, whose members share common structural features that should be recognized by our neural network
during transfer learning:

• Helix family: clusters 1, 2, 4, and 9;

• Hairpin-like family: clusters 5 and 6;
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Unsupervised secondary structure predictionClassification of low/high energy states

0 1 2 3 4 5 6 7 8 9

0

1

2

3

4

5

6

7

8

9

Figure 8: Colour map of p-values assessing whether two clusters are in significant agreement in terms of
free energy predictions. Green cells indicate that p-value is lower than threshold (0.01) as expected, blue
indicates that p-value was greater than threshold as expected, yellow indicates that p-value was unexpectedly
lower than threshold, and red indicates that p-value was unexpectedly higher than threshold.

• Extended family: all unfolded states (i.e., poly-proline and fully extended � structures) in clusters 0,
3, 7, and 8.

Figure 8 shows a colour map of the outcome of the statistical tests performed to assess the similarity
between the distributions underlying the free-energy predictions made by the HNN model for the structures in
the various clusters. A p-value less than 0.01 (the significance threshold value) indicates that the predictions
for the two clusters are significantly di↵erent from each other; green and yellow cells indicate that the two
clusters are not significantly di↵erent, whereas red and blue say otherwise. See Methods for technical details
on the statistical tests. Red and yellow cells indicate p-values that are in disagreement with our initial
assumption about the families containing similar conformational clusters.

Interestingly, the HNN model is able to recognize structures of diverse clusters belonging to the same
family, albeit with some exceptions. For example, cluster 1, which represents structures with a perfectly
folded ↵-helix, is correctly recognized as a low energy state, similar to the structures in clusters 4 and 9, but
not with respect to cluster 2. The latter acts as an outlier of the family, as can be seen by its overall low
p-values, indicating that such a cluster is significantly di↵erent from all the others. In fact, a comparison of
cluster 2 with 4, which are the closest in structural similarity, shows that cluster 2 has the last three residues
at C-terminus in a rather unfolded conformation if compared with cluster 2 (Fig. SI 11). Furthermore,
HNN is capable of detecting subtle di↵erences between clusters that are otherwise considered very similar,
according to the commonly used structural criteria based on RMSD. A systematic analysis of this is reported
in Table 2, and some cases are discussed in the following. It is interesting to mention the results of cluster 0
with respect to the clusters of the hairpin-like family, i.e., clusters 5 and 6. For structures in the hairpin-like
family, two �-sheets are organized in an anti-parallel fashion that maximizes the number of intra-molecular
h-bonds. Being cluster 0 a fully extended � structure (without inter-strand stabilizing interactions), HNN
was able to detect the presence of similar features, yet still di↵erentiating the clusters as indicated by p-values
lower than the threshold.
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2.3.2 Secondary structure recognition

Obtaining a converged free-energy calculation and the identification of low energy states as a ground truth for
deca-alanine is not trivial, like in most real molecular systems. For this reason, we reproduced the condition
of daily practice when an incomplete sampling of the deca-alanine phase space was obtained and employed
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• Free energy estimate of low/high states (thermodynamics and 
kinetics)

• Sampling of unvisited states

• Sampling high-dimensional and multimodal distributions typical of  
pharmacologically relevant systems (drug/protein complexes)



Hands-on Session

•Can we build a ML model that works as molecular simulator?

•How do we ensure these methods scale to very high-
dimensional, pharmacologically relevant systems? 
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• Coarse-Grained Metadynamics (CG-MetaD)
protein/protein binding free-energy calculation

PLUMED-NEST

Bonomi, Bussi, Camilloni, Tribello…Limongelli et al. Nature Methods (2019)

www.plumed-nest.org 

Limongelli, Bonomi, Parrinello PNAS (2013); Raniolo, Limongelli Nat. Protoc. (2020)

• Funnel-Metadynamics (FM) + FMAP
ligand binding free-energy calculation

Limongelli and co. JACS (2016)

http://www.plumed-nest.org
http://www.plumed-nest.org
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