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Overview - Present
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• What is Qptuna?
• Current algo’s/descriptors/features
• GUI



Overview - Future
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• Automated model building
• Publication/public release



What is Qptuna?
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• QPTUNA: QSAR using Optimization for Hyperparameter Tuning 

• Build predictive models for CompChem with hyperparameters optimized 
by Optuna

• Qptuna library searches for the best ML algorithm and molecular 
descriptor for the given data

• Automatically apply best practices

• Docs soon to be available



Why?
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Thomas M, Boardman A, Garcia-Ortegon M, Yang H, de Graaf C, Bender A. Applications of Artificial 
Intelligence in Drug Design: Opportunities and Challenges. Methods Mol Biol. 2022

Qptuna
&



Qptuna
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• Why: 
– We have assay data, e.g. 1k points. 
– We want a QSAR model to predict assay response for new molecules. 
– Which ML algorithm shall we use? Which molecular representation/fingerprint shall we use?

• What – looking for the best algorithms and fingerprints:
– “Traditional” methods: Grid search, Random search
– This work: Sequential model-based optimization (SMBO): sequentially construct models to 

approximate the objective based on historical measurements.

• How:
– Use Optuna library for hyperparameter optimization combined with packages such as Rdkit and 

e.g. ChemProp

optuna.readthedocs.io/ scikit-learn.org/stable/ chemprop.readthedocs.io/
www.rdkit.org/



Available algorithms and descriptors
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• ML Algorithms:
– Logistic Regression (aka logit, MaxEnt) classifier
– SVR (Epsilon-Support Vector Regression)
– Random Forest
– Ridge (Linear least squares with L2 regularization)
– Lasso (Linear model trained with L1 prior as regularizer)
– Cross decomposition using partial least squares (PLS)
– XGBregressor (XGBoost: gradient boosting trees algorithm) 
– AdaBoost Classifier SVC (C-Support Vector Classification)
– SVC (C-Support Vector Classification)
– ChemProp regression/classification (D-MPNN/FFN)
– Probabilistic Random Forest

• Molecular Descriptors:
– Avalon (Fingerprint from Avalon Cheminformatics Toolkit)
– ECFP (Extended Connectivity Fingerprint - MorganFingerprint from RDKit)
– ECFP_counts (ECFP with counts)
– MACCS_keys (RDKit SMARTS-based implementation of the 166 public MACCS keys)
– RDKit Physchem descriptors
– Special:

• Scaled Descriptor (takes another descriptor and scales it on training data)
• Composite Descriptor (concatenates multiple descriptors into one)
• Precomputed Descriptor from file (reads values from CSV file)

– SMILES (also side information – related tasks)



Probabilistic Threshold Representation (PTR) learning

8

• Model the experimental uncertainty in the input data
• Employ best practice
• Somewhere between regression/classification
• Easy to perform. Data transformed and only threshold and Stdev 

needed

Mervin LH, Trapotsi MA, Afzal AM, Barrett IP, Bender A, Engkvist O. Probabilistic Random Forest improves bioactivity predictions 
close to the classification threshold by taking into account experimental uncertainty. J Cheminform. 2021;13(1):62.



The Qptuna 3-step process
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QPTUNA is structured around three steps:

• Hyperparameter Optimization: Train many models with different parameters 
using Optuna. Only the training dataset is used here. Training is done with 
cross-validation.

• Build (Training): Pick the best model from Optimization. Optionally evaluate 
its performance on the test dataset.

• “Prod-build:” Re-train the best-performing model on the merged training and 
test datasets. Drawback: no data left to evaluate the resulting model, but large 
benefit that the final model is trained on all available data



Qptuna Workflow
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GUI
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• GUI for public release available 
soon

• Improvements to GUI coming 
soon

• Automatically suggest 
configurations as good starting 
point

• Apply sensible defaults to obtain 
the best model in reasonable 
timeframe



CLI
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• Greater flexibility/customizability

• Less user friendly

• SCP singularity images available

• Local installation possible from 
bitbucket

• Possible to use run a local 
CLI/GUI server with MLFlow



MLFlow
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Optuna settings
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• Num trials
• Num of random trials

50 random trials

Pruning now implemented 



Real CLS example
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Build (Training): Split for evaluation
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PTR example



Additional features: Uncertainty (Bias)
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VennABERS (Classification) MAPIE (Regression)



Additional features: Uncertainty (variance)
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ChemProp (task type agnostic)

When the data, representation, architecture, etc. 
is kept constant.

Only variance is the initialisation



Additional features: Explainability
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• Auto select appropriate explainer 
(Tree/Linear/Permutation) for compatible algorithms

• Model agnostic example with KernelExplainer to explain 
unsupported algorithms

• Output: importance for features in a chemical series/ input
• ECFP’s explained for bits turned on

ChemPropShallow models



Qptuna to enable AL integration within the DMTA cycle
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Fill up plates with compounds 
from PLS that are predicted 
to improve the model 
(uncertainty/performance)
  

Janet JP, Mervin L, Engkvist O “Artificial Intelligence in Molecular de novo Design 
- Integration with Experiment” Current Opinion in Structural Biology (accepted)

Suggest 
compounds 

using AL



Live demo
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Future Plans
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• GUI improvements
• Documentation improvements
• Active learning
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