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Traditional Process of Drug Discovery

• Profiling and screening in the virtual space helps to identify the most promising candidates

Slide courtesy of Dr. C. Höfer, Merck



ADMETox filters in Bayer

Göller, A.H. et al  Drug Discov. Today 2020, 25 (9), 1702-1709. 9



OCHEM https://ochem.eu 
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https://ochem.eu/
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  Saccharin

1D   2D  3D

C7H5NO3S   

Traditional representation of chemical structures



Examples of descriptors



QSPR/QSAR modelling in OCHEM



Each descriptor re-presentation sees only part of molecules

Blind monks examining an elephant, an ukiyo-e print by Hanabusa Itchō (1652–1724).
https://en.wikipedia.org/wiki/Blind_men_and_an_elephant

https://en.wikipedia.org/wiki/Ukiyo-e
https://en.wikipedia.org/wiki/Hanabusa_Itch%C5%8D


Consensus modelling

Best method(s) are defined

Average prediction of models is used
The consensus prediction is more accurate and stable
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ToxCast Challenge

• OCHEM model (by Dr. S. Novotarskyi) got the the first 
position for the US Environmental Protection Agency 
(EPA) challenge in May 2014

• Prediction of systemic Lowest Effect Level (LEL)
§ lowest dose that shows adverse effects in animal 

toxicity tests

• Challenge: build a prediction model using data from 
high-throughput in vitro assays provided by EPA to 
quantitatively predict a chemical’s systemic LEL.

http://www.epa.gov/ncct/challenges.html 
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Novotarskyi, S. et al. Chem. Res. Toxicol. 2016, 29, 768-75.

http://www.epa.gov/ncct/challenges.html


ToxCast Challenge SetUp

• Training set of 483 compounds
• Test set of 1371

– Leader board: 63
– Private set: 80

EPA in vitro assays data  were also provided (not used in Top I solution)

Model: Associative Neural Network (training with descriptor set optimization)

Novotarskyi, S. et al. Chem. Res. Toxicol. 2016, 29, 768-75.



TOC

Novotarskyi, S. et al. Chem. Res. Toxicol. 2016, 29, 768-75.





Statistical uncertainty

Novotarskyi, S. et al. Chem. Res. Toxicol. 2016, 29, 768-75.



Best Balanced accuracy - Abdelaziz, A. et al. Front. Environ. Sci. 2016, 4, 2. 
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Challenge setup
Subchallenge Overview
Subchallenges 1–12
Predict the compound activity outcome (active or inactive) in one or more of the 12 pathway assays based on the chemical 
structure information for the following assays:

•estrogen receptor alpha, LBD (ER, LBD)
•estrogen receptor alpha, full (ER, full) 
•aromatase 
•aryl hydrocarbon receptor (AhR) 
•androgen receptor, full (AR, full) 
•androgen receptor, LBD (AR, LBD) 
•peroxisome proliferator-activated receptor gamma (PPAR-gamma) 
•nuclear factor (erythroid-derived 2)-like 2/antioxidant responsive element (Nrf2/ARE) 
•heat shock factor response element (HSE) 
•ATAD5 
•mitochondrial membrane potential (MMP) 
•p53

Grand Challenge (All 12)
Subchallenge 13 (all nuclear receptor)
Subchallenge 14 (all stress response pathways)

https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743077
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743079
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743139
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743122
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743040
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743053
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743140
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743219
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=743228
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=720516
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=720637
https://pubchem.ncbi.nlm.nih.gov/assay/assay.cgi?aid=720552


Tox21 Challenge winners

ROC-AUC:
Mayr et al
DeepTox: Multi-task deep neural network
https://doi.org/10.3389/fenvs.2015.00080  

Best balanced accuray:
Abdelaziz et al.  
ASNN: Associative neural network
https://doi.org/10.3389/fenvs.2016.00002

https://towardsdatascience.com/imbalanced-data-stop-using-roc-auc-and-use-auprc-instead-46af4910a494

https://doi.org/10.3389/fenvs.2015.00080
https://doi.org/10.3389/fenvs.2016.00002
https://towardsdatascience.com/imbalanced-data-stop-using-roc-auc-and-use-auprc-instead-46af4910a494


Area Under the Precision-Recall Curve (AUPRC)

20  positives
200 negatives

https://towardsdatascience.com/imbalanced-data-stop-using-roc-auc-and-use-auprc-instead-46af4910a494 

https://towardsdatascience.com/imbalanced-data-stop-using-roc-auc-and-use-auprc-instead-46af4910a494


Winning model: 
OCHEM-generated consensus 

model

Andrea Kopp (Hunklinger)
SLAS Europe 2023

25.05.2023

Together with Peter Hartog, Martin Šícho and Guillaume Godin

Hunklinger at al, DOI: 10.1016/j.slasd.2024.01.005



Solubility challenge set-up

93%

4% 3%

high medium low

• Experimentally: Nephelometer measures undissolved sediment

• Classification into low, medium and high soluble with phenytoin 
and amiodarone as thresholds

• 70k training datapoints, 15k public leaderboard, 15k private 
leaderboard

• Stratified random sampling

Imbalance of data



Molecular representation

Categorical boosting algorithm (decision-tree based)

Deep Neural Network

1D  Transformer Convolutional NN 

2D Graph Convolutional Neural Network

@Peter Hartog with BioRender.com

Hunklinger at al, DOI: 10.1016/j.slasd.2024.01.005



Quadratic kappa metric scores

0.140 0.114

0.147 0.116

0.132 0.107

0.117 0.096

0.131 0.115

0.132 0.104

0.129 0.103

Public leaderboard Private 
leaderboard

Consensus 
modeling 
improves 
individual 

predictions

28 models

8 models

9 models

10 models

@Peter Hartog with BioRender.com

Hunklinger at al, DOI: 10.1016/j.slasd.2024.01.005



https://e-nns.org/icann2024 

https://e-nns.org/icann2024


Transthyretin binding and EDC

TTR is one of the serum binding 
proteins responsible for delivering 
thyroid hormones (THs) to target 
tissues and maintaining the balance of 
free versus bound THs.

The binding of compounds to TTR and 
subsequent displacement of TH is 
important to identify potential 
interference of the thyroid system 
which are endocrine disrupting 
chemicals (EDCs). 

https://en.wikipedia.org/wiki/Transthyretin



Tox24 Challenge

EPA submitted an article in February with 
screening of TTR compounds

March-April: negotiation with EPA, ChemResTox, 
ICANN2024, AIDD to organize the challenge

May 17th – data are publicly available
• 1012 training set
• 200 LeaderBoard set
• 300 Blind Test set

August 15th 
• LeaderBoard set is available

September 1st

• Results announced

Tetko, I. V. Tox24 Challenge. Chem. Res. Toxicol. 2024, 37 (6), 825–826. https://doi.org/10.1021/acs.chemrestox.4c00192.

https://www.zotero.org/google-docs/?EYXUPa


Tox24 Challenge results



Winning model (Makarov, D.; Ksenofontov, A.)



Winning model (Makarov, D.; Ksenofontov, A.)

Consensus model:

• Transformer CNN
• Transformer CNF2

• Cat Boost based on 
Mold2 descriptors

• Cat Boost based on 
ALOGPS + OESTATE 
descriptors

And using mixture 
descriptors



Machine Learning directly from chemical structures

Text processing:   convolutional neural networks, transformers, LSTM
Graph processing: message passing neural networks

Saccharin:   c1ccc2c(c1)C(=O)NS2(=O)=O

CheMBL database was
used for pretraining



Image augmentation

https://github.com/aleju/imgaug



Molecules
166,443,860,262

Hydrocarbons
5,422,153

Graphs 
114,304,569,097 

Skeletons
1,330,958,530

GDB-17

Rod Sphere

Disc

L. Ruddigkeit et al., J. Chem. Inf. Model. 2012, 52, 2864-2875 (GDB-17)

ChEMBL-17

GDB-17



But: we can’t predict 
unpredictable!

N

O O

new measurement

N O

O OHN O

O

new series to predict

105 (Soulbility set) à 1011 (GDB17)

1 à 1,000,000



Accuracy of prediction

There are NO universal computational models that work well
on the whole chemical spaceIf x is small,

Sin(x) ≈ x



Overview of analyzed distances to models (DMs)

EUCLID 

              EUm=                 k is number of nearest
                                               neighbors, m index of
                                               model

TANIMOTO 

xa,i and xb,i are fragment counts

LEVERAGE

                LEVERAGE=xT(XTX)-1x

PLSEU (DModX)

Error in approximation (restoration) of the 
vector of input variables from the latent 
variables and PLS weights.

STD

          yi is value calculated with model i and    is 
average value

CORREL

CORREL(a) =maxj CORREL(a,j)=R2(Ya
calc,Yj

calc)

Ya=(y1,…,yN) is vector of predictions of molecule i
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Descriptor space, ASNN model: DM does not work

Mahalanobis (Leverage)

Tetko et al, J. Chem. Inf. Model, 2008, 48, 1733-46. 



Consensus modelling

Best method(s) are defined

Average prediction of models is used
The consensus prediction is more accurate and stable
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Property-based, ASNN model: DM does work!

STD-CONS

Tetko et al, J. Chem. Inf. Model, 2008, 48, 1733-46. 



Applicability domain assessment (regression)

• Interactive Williams plot; each individual data point can be 
accessed and inspected

• Several applicability domain measures (bagging-based for all 
methods; standard deviation, correlation in the property 
space, leverage, etc.)

• Automatic exclusion of outliers based on p-value



Accuracy of predictions for classification model



Discriminative power of model for AMES test

Nitro-groups
Acridine
Phenatrene

Mutagens



Accuracy of all models for AMES test set

Sushko et al, JCIM, 2010, 50, 2094 - 2111.



Model explanations

In November 2004, the 37th OECD's Joint Committee and the Working Party on Chemicals, Pesticides and  
Meeting of the Chemicals Biotechnology (Joint Meeting) agreed on the OECD Principles for the Validation, for 
Regulatory Purposes, of (Q)SAR Models.



The OECD Principles of (Q)SAR Validation 

To facilitate the consideration of a (Q)SAR model for regulatory purposes, it should be 
associated with the following information: 

1.a defined endpoint; 

2.an unambiguous algorithm; 

3.a defined domain of applicability; 

4.appropriate measures of goodness-of-fit, robustness and predictivity; 

5.a mechanistic interpretation, if possible.



Model agnostic methods: SHAP values, LIME

See full lecture of Dr. Wellawatte at https://ai-dd.eu/lectures 

https://ai-dd.eu/lectures


Linear classification model for AMES test

Mopac2016 descriptors
Y = 0.5378 - 0.3411*MullikenElectronegativity - 0.3277*LumoEnergy + 0.2389*IonisationPotential + 
0.1178*FinalHeat + 0.05051*DipolPointCharge

GSFRAG
Y = 0.5372 + 0.1612*c10 + 0.1309*p1-1N - 0.1134*p2B + 0.05943*c3 + 0.05349*c9

E-state descriptors
Y = 0.5375 + 0.09956*PSA + 0.08731*aCNOS - 0.08703*DONORS - 0.06814*SsCH3 - 0.04474*SssO

Dragon descriptors
Y = 0.5375 - 0.1173*GATS1m + 0.0954*MATS1e - 0.06558*SpMax_AEA(dm) + 0.05933*J_D/Dt + 
0.05496*nR03

Structural Alerts
Y = 0.4733 + 0.191*Alert146 - 0.004113*Alert238- 0.1024*Alert213 + 0.1912*Alert214+ 0.01988*Alert196



ToxAlerts 

• Screening of compounds against published 
toxicity alerts, groups, frequent hitters

• Filter alerts by endpoints or publications
• Create or upload custom SMARTS rules

Sushko et al, JCIM, 2012, 52(8):2310-6.



Functional groups



Overrepresented functional groups (AMES)

Active         Inactive



Importance of ToxAlerts in Random Forest model



Layerwise Relevance Propagation (LRP)

Bach, S. et al. PloS One 2015, 10, e0130140.



Interpretation of models

P. Karpov, G. Godin, I. V. Tetko, J. Cheminform. 2020, 12, 17. 
https://github.com/bigchem/transformer-cnn

https://github.com/bigchem/transformer-cnn


Contrafactual examples – Molecular Model 
Agnostic Counterfactual Explanations

https://github.com/ur-whitelab/exmol 



Example of interpretation of RF model for BBP 

See full lecture of Dr. Wellawatte at https://ai-dd.eu/lectures 

https://ai-dd.eu/lectures


MMP definition

A molecular matched pair (MMP) is a pair of molecules that have 
only a (minor) single-point difference.
The typical way is to define a minor difference as a changed 
molecular fragment with less than 10 atoms.



Data analysis using Matched Molecular Pairs

Identify molecular transformations that lead to significant change of activity (AMES test 
data are shown) 



Identification of predicted activity cliffs

https://jcheminf.biomedcentral.com/articles/10.1186/s13321-014-0048-0 

https://jcheminf.biomedcentral.com/articles/10.1186/s13321-014-0048-0


Pertubation-based XAI Gradient-based XAI

SHAP Integrated Gradients (IG)

Attention Maps, Rollout, Grads, AttGrads, CAT and AttCAT

XAI methods

Hartog P et al, Using test-time augmentation to investigate explainable AI: inconsistencies 
between method, model and human intuition J. Cheminformatics, 2024, 16 (1), 39.



Importance of features across XAI methods

Hartog P et al, Using test-time augmentation to investigate explainable AI: inconsistencies 
between method, model and human intuition J. Cheminformatics, 2024, 16 (1), 39.



AiChemist – Explainable AI for molecules

Twitter: aichemist_dn or  Bluesky: aichemist



Take home message

New methods based on representation learning 
successfully compete with traditional ones 

Consensus modelling is a best approach to develop 
models with the highest prediction accuracy

Applicability domain of models and accuracy of predictions 
are crucial for their use and interpretation predictions

Model interpretation is essential for their acceptance by 
the end users (sometimes legally required)

Different XAI explanations do not always overlap; 
statistical evaluation is strongly required 
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