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Drug discovery in the age of Big 
Data: need for new methods and 
careful, automated curation! 

Cherkasov, A. The ‘Big Bang’ of Chemical Universe. Nature Chemical Biology, 19, 667–668 
(2023)
Pandey M., et al. The transformational role of GPU computing and deep learning in drug 
discovery. Nature Mach. Intel. 2022 4, 211–221
Tropsha. A.,  et al. Integrating QSAR modelling and deep learning in drug discovery: the 
emergence of deep QSAR. Nature Rev. Drug Disc, 2023, https://doi.org/10.1038/s41573-023-
00832-0 

Over 41 million abstracts and 8.7 
million full-text articles, adding over 
1.7 million new articles annually.

40+B of purchasable 
chemicals!!!

Knowledge mining

Virtual Screening



• Experimental Data
– Structure
– Activity

• Model Validation
– Descriptors
– Statistical/machine learning techniques

• Prediction (i.e., data imputation)
• Experimental confirmation of predictions

• Reliable models to enable decision support 
(both in research and for regulatory approval)

= pain

= gain

Typical elements of QS[A,P,T]R 
modeling: issues at every step
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To facilitate the consideration of a QSAR model 
for regulatory purposes, it should be associated with the 

following information:

Ø a defined endpoint 

Ø an unambiguous algorithm;

Ø a defined domain of applicability
Ø appropriate measures of goodness-
    of-fit, robustness and predictivity 
Ø a mechanistic interpretation, if possible;
ØShould be added: data used for modeling 
should be carefully curated

-

Published guidance on model development 
and validation: The OECD Principles
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QSAR Modeling Workflow: the 
importance of rigorous validation

M o d e l i n g   m e t h o d s

5-fold 
External 
Validation
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courtesy of L. Zhang

Combi-QSAR 
modeling

Datasets

K-Nearest 
Neighbors (kNN)

Random 
Forest (RF)

Support Vector 
Machines (SVM)

Dragon MOE

Internal validation
Model selection

An ensemble of 
QSAR Models

Modeling set

External set

D e s c r i p t o r s

Evaluation of 
external performance
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Tropsha, A. Best Practices for QSAR Model Development, Validation, 
and Exploitation Mol. Inf., 2010, 29, 476 – 488

Fully implemented on CHEMBENCH.MML.UNC.EDU

Virtual screening 
(with AD threshold)

Experimental 
confirmation



Dearden JC et al., 2009, SAR and QSAR in Environmental Research, Vol. 20, Nos. 3–4, April–June 2009, 241

21 “how not to do QSAR” principles
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•  Issues
– Primary data is not curated
– Correlations are inflated
– Outliers are abundant
– Statistical metrics of models are often inadequate
– Published models are not validated
– Mechanistic interpretation is often derived from bad models

• Challenge: develop best model development and publishing practices 
for cheminformatics papers
– The ideal bad cheminformatics paper is the one that was not accepted for 

publication!

Critical assessment of published 
QSAR models
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Some reasons why QSAR models 
may fail 
• No external validation
• Incorrect selection of an external test set
• Incorrect division of a dataset into training and test sets
• Incorrect measure of prediction accuracy
• Not all statistical criteria are used to estimate predictive power of a model
• No applicability domain
• Incorrectly defined applicability domain
• No Y-randomization
• Leverage (structure) and activity outliers are not removed
• Modeling set is too small



Some reasons why QSAR models may fail: 
Misiniterpretation of the Models’ Predictive 
Ability, lack or incorrect external validation
• Johnson, S.R. The Trouble with QSAR (or How I Learned To Stop Worrying and 

Embrace Fallacy). J. Chem. Inf. Model. 2008, 48, 25-26:
 "The common practice has been to select the model with the best fitness 

function score and predict a small group of observations that were 
withheld at the beginning. All too often, the model development process 
stops here, or, worse, the validation set is poorly predicted, and models 
are iteratively tested until one predicts this set of compounds well."

A typical example:
 A dataset is divided into a training and test set 
 Multiple QSAR models with high q2 values are built using training set
 QSAR model with the highest R2 for the test set is selected 

Selected model could have poor predictive ability for other compounds

Additional EXTERNAL EVALUATION SETS are necessary

QSAR Pill



• Typical division of a dataset into training and 
    test sets: random

– Undesired outcome: 
• some compounds of the test set can be out of the applicability domain 
• large activity gaps in the training or test set; activity outliers

• Requirements for training and test sets:
– Compounds with maximum and minimum activities of the dataset should 

be included into the training set (important for methods that cannot 
extrapolate activities, e.g., kNN).

– Large activities gaps are not allowed neither in training nor the test set.
– Each compound of the test set should be close to at least one compound 

of the training set. 

Some reasons why QSAR models may 
fail: Incorrect division of a dataset into training and 
test sets QSAR 

Pill



• A typical target function (Classification Rate):
  CR=N(classified correctly)/N(total)
 A dataset:
 Class 1: 80 compounds; Class 2: 20 compounds
 Model: assign all compounds to Class 1.
 Target function: CR=0.8 
 The model appears to have high classification accuracy

Some reasons why QSAR models may fail: using 
incorrect metric to assess classification QSAR 
accuracy for biased datasets:

• Better target function:
  CCR (or BA) =0.5x(Sensitivity+Specificity)
In the above example, CCR = 0.5 

å
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1• General formula: 
K – the number of classes
Nkcorr – the number of compounds of 
class k assigned to class k
Nktotal – total number of compounds of 
class k 

• For categorical response variable, target functions can depend also on the absolute 
errors (differences between predicted and observed classes).

QSAR 
Pill
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Some reasons why QSAR models may fail: No 
Applicability Domain is defined for the Model

• Compounds which are highly dissimilar from all compounds 
of the training set (according to the set of descriptors 
selected) cannot be predicted reliably

 Lack of the AD: 
  - unjustified extrapolation
  - wrong prediction
 Typical situation:
 a compound of the test set for which error of prediction is high is 

considered as outlier
 HOWEVER: a compound of the test set dissimilar from all 

compounds of the training set can be by chance predicted 
accurately

QSAR 
Pill



Applicability domain of QSAR models 

For a given model, two parameters are 
calculated:
- <Dk> : average Euclidian distance between 
each compound of the training set and its k 
nearest neighbors in the descriptors space;
- sk : standard deviation of the distances 
between each compound of the training set 
and its k nearest neighbors in the descriptors 
space.

Descriptor 1

Descriptor 2

TRAINING SET



Applicability domain of QSAR models 

For each test compound i, the distance Di is 
calculated as the average of the distances between 
i and its k nearest neighbors in the training set. 

= NEW COMPOUND

Descriptor 1

Descriptor 2

TRAINING SET

For a given model, two parameters are calculated:
- <Dk> : average euclidian distance between each 
compound of the training set and its k nearest 
neighbors in the descriptors space;
- sk : standard deviation of the distances between 
each compound of the training set and its k nearest 
neighbors in the descriptors space.

OUTSIDE THE DOMAIN

Will not be predicted
by the model Di ≤ <Dk> + Z × sk

with Z, an empirical parameter (0.5 by default)

The new compound will be predicted by
the model, only if :

INSIDE THE DOMAIN

Will be predicted
by the model



Applicability domain vs. prediction 
accuracy (Ames Genotoxicity dataset)
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Some reasons why QSAR models may 
fail: Y-randomization test is not carried out

• Y-randomization test:
– Scramble activities of the training set
– Build models and get model statistics.
– If statistics are comparable to those obtained for models built with real activities 

of the training set, the last are unreliable and should be discarded.
 Frequently, Y-randomization test is not carried out.

 Y-randomization test is of particular importance, if there is: 
  - a small number of compounds in the training or test set
  - the response variable is categorical
 

QSAR 
Pill



Activity randomization: model robustness
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Detection and removal of outliers 

• Many potential outliers can be detected in the dataset 
prior to QSAR studies, but typically this is not done.

• Two types of outliers
 - Leverage outliers: compounds dissimilar from all 

other compounds in a dataset in the chemistry space.
 -Activity outliers: compounds similar to some other 

compounds in the dataset, but with activities quite 
different from those of their nearest neighbors.

QSAR 
Pill



Why QSAR models may fail: 
insensitive descriptors. 

A. Cherkasov, JMC, 2008

Identical q2 (CoMFA*) of 0.53

Optimal    Traditional  

Orientations of androgen (DHT shown in 
gold) and estrogen (estradiol shown in green) 
within human SHBG steroid-binding site



Why QSAR models may fail: 
incorrect structures

• “Slight errors in chemical structures, such as misplacing a Cl 
atom or swapping hydroxy and methoxy functional groups on a 
multiple ring structure, can result in significant differences in the 
accuracy of the prediction for those chemicals. 

    Young et al, Are the Chemical Structures in Your QSAR 
Correct? QSAR Comb. Sci. 27, 2008, No. 11-12, 1337 – 1345
• Data Curation

– Removal of inorganics, salts, and mixtures
– Aromatization and 2D cleaning
– Normalization of carboxylic, nitro, etc. groups
– Elimination of duplicates
– Standardization of functional group representation
– Manual cleaning
– … and then, look at ‘em again!

QSAR 
Pill



Data dependency and data quality 
are critical issues in QSAR modeling

Florian Prinz, Thomas Schlange and Khusru Asadullah. Nature Rev. Drug 
Disc. Sep 2011 

http://pipeline.corante.com/archives/2014/04/11/biology_maybe_right_c
hemistry_ridiculously_wrong.php

24



Cheminformaticians are at the mercy of data providers. Prediction 
performance of (Q)SAR models could depend strongly on the 
quality of input data (both structures and activities).

Both chemical and biological data in a dataset may be inaccurate 
and in need of thorough curation

The number of published QSAR models that were  poor or not too 
successful due to data quality issue is unknown but possibly large

Often considered trivial, the basic steps to curate a dataset of 
compounds are not so obvious especially for beginners. 

Data dependency and data quality 
are critical issues in QSAR

25
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Chemical Structure Curation
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•Fenoprofen Sodium

Chemical structures should be cleaned and standardized 
(duplicates removed, salts stripped, neutral form, canonical tautomer, etc)
 to enable rigorous model development)

Muratov, Fourches, Tropsha. Trust but verify. JC 
J. Chem. Inf. Model. 2010, 50, 1189-1204.
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-Case Study 1: 28 compounds tested in 
rats, log(LD50), mmol/kg.
-Case Study 2: 95 compounds tested 
against Tetrahymena pyriformis, 
log(IGC50), mmol/ml.

-Case Study 2: after the normalization of nitro groups R2ext~0 increased to R2ext~0.5

Artemenko, Muratov et al. SAR QSAR 2011, 22 (5-6), 1-27.

Even small differences in structure representation can 
lead to significant errors in prediction accuracy of 
models

QSAR modeling of 
nitro-aromatic toxicants 

28

-Case Study 1:  after the normalization of nitro groups 
R2ext~0.45 increased to R2ext~0.9.

Data curation affects the accuracy 
(up or down!) of QSAR models

Five different legitimate representations 
of nitro groups. 

.



• What kind of errors do we see?
• When replicate values (of target, ligand, and activity type) 

appear in the literature, how much do they differ by?
• Does wrong information arise in the laboratory or does it 

creep in during publication?

Looking for biological data 
errors/uncertainties  in databases

29



Compounds Total ACEA ATG BSK Cellumen NVS CellzDirect

500 7 81 87 33 239 48

3-Iodo-2-
propynylbutylcarbamate 0.71 0.73 0.18 0.53 0.49 0.89 0.15

Bensulide 0.64 0.09 0.71 0.4 0.69 0.95 0.04

Chlorsulfuron 0.24 N/A N/A 0.4 N/A N/A -0.1

Dibutyl phthalate 0.55 N/A 0.62 0.51 0.7 0.81 -0.1

Diclofop-methyl 0.36 1 0.89 0.15 N/A -0 -0.1

EPTC 0.13 N/A N/A -0.1 N/A N/A 0.33

Fenoxaprop-ethyl 0.47 N/A 0.56 0.59 0.31 0.35 0.01

Prosulfuron 0.55 N/A 0.68 0.08 N/A 1 0.4

*

Experimental data quality: 
Comparison of the ToxCAST (Phase I) 
in vitro Assay Results for Duplicates

30



ChEMBL Statistics

• Used ChEMBL 14 – released 18 July 2012
– 1,384,479 compound records
– 1,213,242 distinct compounds
– 644,734 assays
– 10,129,256 bioactivities
– 9,003 targets
– 46,133 documents

• Primarily covers MedChem Literature
• Adds annotations for target data
• Successor to SARLite commercial database

31



• Input: 190,068 compound-target measures in 
pairs of papers
– Used values as published in ChEMBL
– Converted to standardized pKi values
–  Semi-automated (based on units and type of 

value reported)
• 23,956 failed to be automatically converted

– Mostly Log Ki or –Log Ki values but others
– Manually examined papers representing ~70% 

and hand converted affinity value, except when 
data was being recycled/recited 

• Final: 178,317 total replicate pairs of values

Manual Curation (following 
several automated steps) 
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What if we remove all 
the exact duplicates?

Only Replicates > 1% difference

33



Note the peaks at integral pKi differences

A Recurrent Pattern

34



Non-standard Units Used
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These numbers made 
it into ChEMBL, too.

Non-Ki measures given as Ki

36



α2a? α2b? α2c?

Target Doc_ID Src_Key Assay_ID Activity_I
D

Std_Type Std_Value

α2a 10218 8b 32635 359172 pKi 9.45
α2b 10218 8b 32635 359172 pKi 9.45
α2c 10218 8b 32635 359172 pKi 9.45

Ignorance of Biological 
Complexity

37



No Units at All

38



No Citation For Data Sources

39



• A lot of the replicates in the literature aren’t actually 
independent determinations 

• Many errors come from careless specification or 
interconversion of units 

• 91% of the data are single reported measurements
• Modeling studies often are not explicitly identified as 

such
• ChEMBL 15 and going forward have started to 

address these issues
• This observations suggest new challenges to employ 

cheminformatics approaches for biological data 
curation

Summary of published data 
quality analysis

40



ChEMBL Statistics: 
experimental uncertainty

Consensus QSAR models 
predict molecular activities 
with a compound-specific 
uncertainty.

41

However, typically, we tend to 
ignore the experimental 
uncertainty/variability associated 
with each compound.



Recent curation effort: creation of a 
derivative database of antiviral 
compounds found in ChEMBL

Identify all 
antiviral assays in 

ChEMBL for 
viruses of interest

Specialized 
Curation Efforts

Define 
Actives/Inactives 

from Assay Results

Select Hit 
Compounds

Experimental 
testing

Generate Matrix
(Drugs x Assay)

Biological and 
Chemical Curation

Martin, H. et al, Antiviral Res., 2023 Sep;217:105620. 
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Seems easy! Just look it up in the 
ChEMBL database… right?

Assay Type Assay Conditions

BUT: Grave issues with ChEMBL’s antiviral assay 
ontology and annotation…

Total Time Spent Fixing These Issues:  
~75 hours
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Assay Ontology Issues: Assay 
Descriptions

Antiviral activity 
determined as inhibition 
of SARS-CoV-2 induced 
cytotoxicity of  VERO-6 
cells at 10 uM after 48 
hours exposure to 0.01 
MOI SARS CoV-2 virus 
by high content imaging

Antiviral activity 
against SARS-

CoV-2

BestWorst

Antiviral activity 
determined as 

inhibition of 
SARS-CoV-2 in 

HeLa cells

Inclusions: virus, cell, assay, time, concentration, assessment

Virus Info Only Virus + 1-2 
Inclusions All Inclusions

MOST COMMON
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Heavy curation efforts: for instance, 
missing cell types in phenotypic assays 

Cell Type

14% of all phenotypic assay results 
were missing the cell-type from the designated field 

64%

36%

Time spent: ~150 hours

Total time spent: ~200 Hours Time spent: ~50 hours 
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BAO Mislabeling Impacts Data 
Accessibility

Using the “BAO Assay Type” as a filter to 
search ChEMBL for cell-based assay’s for 
my viruses of interest would have cost 

99.44% of all collected data. It was 
effectively HIDDEN!

Total time 
spent: 

~25 Hours
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Summary of antiviral compound 
activity in curated subset from 
ChEMBL

32,515 compound entries x 13 viruses

Thresholds

% inhibition > 50
EC50 ≤ 10 µM
IC50 ≤ 10 µM

M
ol

ec
ul

e 
C

hE
M

BL
 ID

Viruses
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New Testing Recommendations

Active in 1+ phenotypic 
assay(s) in 2+ different 

viruses 

Criteria Compound Profile Example
Compound 

ID
Phenotypic 

Activity
Phenotypic 
Inactivity 

Untested 
Phenotypic

Untested 
Target-
Based

Compound X Dengue 1; 
Zika None

Yellow Fever; 
West Nile; 

Dengue 2-4
All

Testing Recommendations
1. Retest nominated compounds against Dengue 1 and 

Zika to ensure assay compatibility 
2. Test against Dengue 2-4, West Nile, and Yellow Fever 

due to high conservation amongst flavivirus proteins

Hypothesis
Broad-

Spectrum for 
Viral Family



• 73 compounds tested at DENV 2&4 (some with reported DENV activity, 
some with activity at other flaviviruses)

• Total of 43 unique compounds (+4-5 controls) had significant 
activity <50% RLU):

Flavivirus Screening Results 

Virus and Assay Concentration # of compounds 
active

% of 
compounds 

tested
DENV2nLuc (% RLU) 1uM 13 17.8%

DENV4nLuc (% RLU) 1uM 10 13.6%
DENV2nLuc (% RLU) 10uM 46 63.0%
DENV4nLuc (% RLU) 10uM 40 54.7%



Finally! Small Molecule Antiviral Compound 
Collection (SMACC)* The picture can’t be displayed.

*https://smacc.mml.unc.edu. *Martin, H. et al, Antiviral Res., 2023 Sep;217:105620. 

Compounds

Assays

Drug-Assay 
Pairs

32,515

1,119

12,221



J. Chem. Inf. Model. 2011, 51, 2474–2481

Analysis of one publication: CYP data

51



Fourches D, et al. J Chem Inf Model. 2010 50(7):1189-204.

17121 compounds

17121 compounds

17121 compounds

17121 compounds

16142 compounds

16142 compounds

17143 compounds

Dataset Curation summary 

52



• Out of 1280 duplicate couples :
– 406 had no discrepancies-no values or no values for 

comparison
– 874 had biological profile differences

• A total of 1535 discrepancies were found in the 874 
couples of duplicates:

CYP2C19CYP2D6CYP3A4CYP1A2CYP2C9

170422426363154# of 
discrepancies

NCGC dataset 
analysis of duplicates
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2C192D63A41A22C9SupplierSIDTanimoto
Similarity

5 Nearest 
neighbors

5.5-4.5-Tocris111140710.986604862

5.1-Sigma Aldrich111120290.986604106

Tocris111140120.986604846

5.9-4.8-Sigma Aldrich111120540.956604136

4.5-4.7-4.4-Tocris111137640.956604137

17,000 compounds screened against five major CYP450 isozymes.

2C192D63A41A22C9SupplierSIDTocris-0740

-4.5-6.2-4.6-4.4-4.6Tocris11113673CID_6603937

-5-5.6-8-4.4Sigma Aldrich11111504CID_6603937

1,280 pairs of duplicates couples were found (874 had different bioprofiles)

Neighborhood Analysis for Duplicates

54



Fourches et al., Curation of Chemogenomics Data. Nature Chem. Bio., 2015, in press. 

Biological data curation workflow

55



The curation of chemical data is critical prior to any 
cheminformatics analysis and modeling. Difficult cases 
require human interventions and cannot be fully automated.

Prediction outliers may be due to structural outliers, real 
activity cliffs or mislabeled compounds. Many of them can still 
be detected and removed prior to modeling studies boosting 
the reliability of QSAR model.

Rigorously developed QSAR models can be used to correct 
erroneous biological data associated with certain 
compounds.

Notes on the importance
 of data curation

56Free and open-source QSAR-ready workflow for automated standardization of chemical structures in 
support of QSAR modeling. Mansouri et al, J Cheminform . 2024 Feb 20;16(1):19. doi: 10.1186/s13321-024-
00814-3.



In Vitro Assays

Chemical Structure

Example: Poor  structure – in vivo or in vitro-in vivo correlations for Toxcast data*

Toxicol Sci. 2012 Aug;128(2):398-417. 

Dataset Modelability: does it make 
sense to model any SAR data?

57



• We often fail to build a predictive QSAR model. 
However, it may be possible to evaluate 
modelability of the dataset prior to QSAR study.

The Concept of Modelability

*Golbraikh et al. Data Set Modelability by QSAR. J Chem Inf Model. 2014, 54, 1-4 58



Prediction of dataset modelability

*Golbraikh et al. Data Set Modelability by QSAR. J Chem Inf Model. 2014, 54, 1-4 59



Modelability and Structural Dissimilarity

*Golbraikh et al. Data Set Modelability by QSAR. J Chem Inf Model. 2014, 54, 1-4 60
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pIC50eexp=8.5(calc 7.8) pIC50exp=6.9(calc 7.8)pIC50exp=9.1(calc 8.7)

p-value < 0.05
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Important observation: chemical features never act in isolation from 
the rest of the structure! Explanation of multivariate models by one or 
few descriptors is typically non-sensible

Can QSAR models be interpreted in terms of 
significant functional groups (chemical alerts?) 



Model interpretation based on Chemistry-
Wide Association Studies (CWAS)

GWAS (Q)SAR
Samples Patients Compounds
Response Phenotype (disease/no disease) Activity (active/inactive)
Features Single Nucleotide Polymorphisms 

(SNPs)
Chemical descriptors (e.g. 
fragments)

Objectives Identify SNPs/loci  associated with 
phenotype
Predict phenotype from SNPs

Identify substructure  associated 
with activity
Predict activity from structure

http://www.broadinstitute.org/education/glossary/snp

Lusis A, Genetics of atherosclerosis, Trends in Genetics (2012) 28(6):267-275 http://www.aldrichmarketselect.com/support/similarityOverview.asp

#TruePositives
#PredictedPositiv

es
62



GWAS: study how genes are associated with phenotype
Gene-gene interactions

associated with phenotypeSignificant SNPs/genes

Klijn C. et al. (2010) PLoS Comput Biol 6(1): e1000631.http://www.astridbio.com/rare-disease-discovery-suite.html
Lusis A, Genetics of atherosclerosis, Trends in Genetics (2012) 28(6):267-275 

CWAS: study how chemical structures are associated with 
activity

S

O

O

N

H

Fragment-fragment interactions
associated with activitySignificant fragments Co-occurring fragments

S

O

O

N

H

+             +S

O

O

N

H

S

O

O

N

H

synergism 

(additional “+” effect)

antagonism 
(additional “-” effect)

Assemble into 
structural alert 

Co-occurring SNPs/genes

CWAS: develop and employ QSAR models 
using  GWAS framework

Significant fragments Structural alerts Mutually influencing 
fragments

S

O

O

N

H

S

O

O

N

H

N

H

antagonism 

(combined fragments)
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Modeling and identifying important fragments

Full model
(967 fragments)

Reduced model
(76 fragments)

Specificity 0.92 ±0.009 0.92 ±0.009
Sensitivity 0.78 ±0.005 0.81 ±0.005

Balanced Accuracy 0.85 ±0.005 0.87 ±0.005
AUC 0.91 ±0.004 0.94 ±0.003

967 
fragments

76
fragments

Data 
preprocessing > Build random 

forests (RF) >
Rank fragments 

by
 RF importance

>
Rebuild RF 
models with 

top fragments
Chemical curation
Remove invariant, 
highly correlated  

fragments

Ames data set
5,439 compounds 
2,121 mutagenic
3,318 non-mutagenic

Results from 5-fold external cross validation

Slightly 
improved
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84% mutagenic (“penetrance”)
620:118

N

O

O

Nitro’s mutagenic effect is:
  increased by furan (synergism)
  decreased by primary alkanes                                                               

   (antagonism)
Synergistic interaction
Antagonistic 
interaction

C(*C’-N’*O’)

C-C-C-H

O = N= O
+

Synergistic
 influence

100% mutagenic
79:0

O

N

O

O

94% mutagenic
79:5

O

N

S

O

O H 

+

Antagonistic influence
69% mutagenic

100:46

N

O

O

HC – C – C – H  

29% mutagenic
785:1884

Number of 
mutagenic 

compounds
:

Number of 
non-mutagenic 
compounds 65



HO
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N

O

O

O

O

N

O

O

N

O

O

N

O

O

N

O

O

N

O

O

Examples Mechanism

645-12-5
5-nitro-2-furanoate

Mutagenic

5275-69-4
2-acetyl-5-
nitrofuran
Mutagenic

nitroalkanes (primary)
Nitro(prop – hex)ane

Non-mutagenic

Benigni 2011 Chem Rev
Helguera 2006 Toxicol

McCalla 1983 Env Mutagen

O

N

O

O

aliphatic nitro less likely 
to be bioactivated

N

O

NO2

—●

nitro radical

nitroso

reactive 
metabolites

nitro

 reductase

N

O

O

aromatic nitro more 
likely to be bioactivated

O+

N +

O–

O–

O+

N +

O

O–

— ●
●

O+

N +

O

O–—
●●

O

N+

O

O–

●●

multiple resonance forms 
likely to be reduced

Nitro compounds are active when paired with aromatic 
rings and inactive when paired with primary alkanes
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PREDICT

INTERPRET

Marrying interpretability and statistical prediction accuracy: 
use QSAR models to validate descriptor-based 
assertions  

Mutagenic

Chemical structural 
data

Virtual 
screeningN

N

S

H
N

N

S

N

N

H
N

N

S

N

H
N

N

S

N

N

Non-mutagenic

QSAR model

Data-driven drug design 67

94% AUC
S

O

O

N

H

76 significant 
fragments

Structural alerts

S

O

O

N

H

Mutually influencing 
fragments

N

H

antagonism 

Image: Glowing molecule, Stardrop, Optibrium



Emerging applications of AI to chemical  design 
and synthesis 

F Häse, L Roch, and A Aspuru-Guzik, Chimera: 
enabling hierarchy based multi-objective 
optimization for self-driving laboratories. Chem. 
Sci., 2018, DOI: 10.1039/c8sc02239a

http://xlink.rsc.org/?doi=10.1039/c8sc02239a


QSAR Modeling: Going Deep

1) DOI: 10.1039/C8SC00148K    2) DOI: 10.3389/fenvs.2016.00003
3) DOI: 10.1093/toxsci/kfy111    4) DOI: 10.1186/s13321-017-0226-y
5) DOI: 10.1021/ci500747n

Deep Learning has (re)emerged as powerful ML algorithm.
• Higher predictivity than other algorithms such as RF and SVM.

• “We found (1) that deep learning methods significantly outperform all competing 
methods” – Hochreiter group on ChEMBL data1 

• “Our results also show that models built with Deep Neural Networks had higher 
accuracy than those developed with simple machine learning algorithms” – Tropsha 
group, Tox21 Challenge2

Deep Learning does not always provide “deep” improvement 
• Acute Toxicity: “Overall performance of DNN models on datasets of up to 30K 

compounds was similar to that of random forest (RF) models”3

• Bioactivity: “DNN achieved on average MCC units of 0.009 higher than SVM”4

Thinking Deep
“Although the performance of DNNs is generally better than RF using the standard 
DNN parameter settings, their predictive capability is variable under different 
parameter settings”5



Observation: the largest performance difference (AUC) between DNN and SVM or 
RF using the same descriptors is 0.04 (mind that SE is an order of magnitude larger, 
0.12)! 

Authors’ statement: “We found that deep learning methods significantly outperform 
all competing methods.” 

Do newer methods such as Deep Learning truly 
always outperform other ML approaches?



Recent hype about chemical toxicity 
prediction



• Failure to take account of data heterogeneity
• Use predicted data to build the models

• Use of inadequate data / Replication of compounds in a dataset 
• No curation reported
• “Not reliable” data present on ECHA database (major source of 

data)

• Misuse/misinterpretation of statistics / Over-fitting of data / Failure to 
validate a QSPR correctly

• Use of compounds with conflicted annotation
• Poor comparison of models with experimental assays

Alves et al, Toxicol Sci. 2019 Jan 1;167(1):3-4

Oy Vey! A Comment on "Machine Learning of Toxicological Big Data Enables 
Read-Across Structure Activity Relationships Outperforming Animal Test 
Reproducibility".



…and the response…

The letter challenges the approach as one would challenge a traditional 
QSAR, by which it ignores many attributes and consequences of the RASARs 
construction and performance as an implementation of big data and 
artificial intelligence (machine learning) (Hartung, 2016; Luechtefeld and 
Hartung, 2017).

To state it simply: the RASAR models are not traditional QSARs, wherein a 
highly curated, small training dataset is used to predict a single property 
based on chemical descriptors, ie, classifications per hazard. The published 
model uses data on 100 000+ chemical structures, calculates 5 billion+ 
similarities, and simultaneously makes 190 000 predictions for nine 
hazards of toxic properties of chemicals: 87% are correct, which should 
raise the question what we got right, not what we got wrong?



A brief history of “new” broad 
spectrum antibiotic discovery



A brief history of “new” broad 
spectrum antibiotic discovery



A brief history of “new” broad 
spectrum antibiotic discovery

https://cen.acs.org/physical-
chemistry/computational-chemistry/AI-
finds-molecules-kill-
bacteria/98/web/2020/02?utm_source=Twit
ter&utm_medium=Social&utm_campaign=
CEN



AI: words of warning

• Machine learning algorithms have been developed specifically to find 
interesting things in datasets and so when they search through huge 
amounts of data they will inevitably find a pattern

• Machine-learning techniques used by thousands of scientists to analyse 
data are producing results that are misleading and often completely 
wrong

• There is general recognition of a reproducibility crisis in science …  

Dr Genevera Allen, Rice University, AAAS meeting, feb 2019



VGACVLCNSQTSLRCGACIRRPFLCCKCCYDHVISTSHKLVLSVNPYVCNAPGCDVTDVTQLYLG
GMSYYCKSHKPPISFPLCANGQVFGLYKNTCVGSDNVTDFNAIATCDWTNAGDYILANTCTER
LKLFAAETLKATEETFKLSYGIATVREVLSDRELHLSWEVGKPRPPLNRNYVFTGYRVTKNSKVQI
GEYTFEKGAVVYRGTTTYKLNVGDYFVLTSHTVMPLSAPTLVPQEHYVRITGLYPTLNISDEFSSN
VANY…

Target: NSP13 (project 2)

(AlphaFold2)

Knowledge mining 
(e.g., PDB, PubMed)

FTMap/Fragalysis

Hit-to-Lead

QSAR/MD-FES 

ENDscript2/Blast

SARS-CoV2
SARS-CoV
MERS-CoV
BCoV
HCoV-OC43
BCoV-LUN

Binding site mapping (Core C, project 2)

Maestro/PyMol

Predicted
 inactives

Predicted 
Actives

Purchasable library

VS: Glide,
DeepDocking
SimSearch

Screening/
Testing

Design

Tight Integration of Computational tools and 
experiment



Enamine REAL Space (~38B) virtual 
screenings for AViDD targets

• 150 compounds have been purchased
• 1 compound showed high nM activity 
• 7 compounds are in ~10uM range 

SARS-CoV2 Mpro

Nominations:
• 50  compounds have been purchased 
• 30 de novo generated compounds 
being synthesized
• 3 compounds showed < 10uM activity 

SARS-CoV2 Nsp13

Nominations:
• 150  purchasable compounds

CHIKV nsp2-protease

Nominations:

The HIDDEN GEM workflow is currently being executed for multiple viral targets



Societal issues: how to improve the 
quality of published data and models

• Develop clear guidance (raise acceptance bar) 
for both authors and reviewers
– Minimal model acceptance criteria similar to JMC 

requiring data on compound composition and purity
– Availability of both curated data and models similar 

to protein journals requiring deposit to PDB to 
accept a paper describing new protein structure

• Inform applied journals about our acceptance 
rules

• Work with data journals and database groups 
(e.g., ChEMBL, PubChem) on data quality 
standards

• Publish in high-profile journals 80



Guidelines and 
associated software tools 
for reporting, storing, and 
sharing detailed 
information considered to 
be important to include 
with published data sets 
on bioactive entities:
 

Molecule properties                     (names, structure, InChi, salt, prodrug, …)

Molecule production                    (chemical synthesis, purity, characterization, …)

Physicochemical properties       (molecular weight, water solubility, hydrophobicity, …)

In vitro cell-free assays                 (primary target, assay details and parameters, delivery 
systems, secondary gene targets, …)

Cellular assays                               (cell type, conditions, assay type, …)

Whole-organism studies              (animal/plant studies, disease model, toxicology, DDI, …)

Pharmacokinetic studies               (absorption, dosing route, half-life, Vmax, metabolism, …)

B

A

C
D

E

F

G
81



• Rapid accumulation of large biomolecular datasets and VS 
    libraries (especially, in public domain):

– Strong need for both chemical and biological data curation
• Novel approaches towards Integration of inherent chemical properties with 

additional data streams 
– improve the outcome of structure – in vitro – in vivo extrapolation

• Interpretation of significant chemical and biological descriptors emerging 
from externally validated models 
– inform the selection or design of effective and safe chemicals

• Exciting developments at the interface between computational and organic 
chemistry
– Critical shift from discovery in databases  to design and AI-driven robotics (SDL!)

• Tool and data sharing
– Pubic web portals (e.g., Chembench, OCHEM)

Conclusions and Outlook

82


